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Abstract

This paper presents preliminary experiments on limgoial approach for
Arabic paraphrase acquisition; a research whicmagivated by the importance of
paraphrasing for overcoming sparseness of dataitarichportance for many NLP
applications such as Question Answering (QA) arfdrination Retrieval (IR). The
proposed approach develops an unsupervised biliradgarithm to acquire Arabic
paraphrases at the phrase level which is rathee iwallenging than the elementary
word-level paraphrasing and is less efficientlydiad by current Arabic paraphrasing
systems. Preliminary results show that our approaahages to get term variations —
orthographic, lexical and syntactic — for ~ 7094000 randomly selected phrases.
l. Introduction

To paraphrase is to restate the same informatimy ubfferent lexical and/or
syntactic structures. According to Callison-Bur@0@7), paraphrasing proves to be
an effective technique to overcome the inherentblpra of Statistical Natural
Language Processing (SNLP), namely sparsenesgafMareover, it is an essential
intermediate task for many Natural Language Pracggd®NLP) applications such as
Question Answering (QA) — discovering paraphrasesive@rs may provide additional
evidence that an answer is correct (Ibrahim e@03) — and Machine Translation

(MT) (Elghamry 2007).



Paraphrasing is classified into word-based, phbased, sentence-based,
paragraph-based and text-based paraphrasing. €Castpariments focus on phrase-
based paraphrasing for two main reasons. Firss, more challenging than lexical
paraphrasing (i.e. synonymy identification) which relatively simple due to the
widespread of machine-readable thesauri. Secordpelformance of current Arabic
paraphrasing systems on phrase-based paraphrasihgneeds improvement.
Experiments focus on two types of phrases: nametitiesn (e.g. names of
organizations, locations, persons ... etc.) andeomnoun phrases.

According to Callison-Burch (2007), bilingual pahmapsing approaches
outperform monolingual ones for many languagesuttiolg Arabic. However, being
based on parallel and/or comparable corpora, thpgmaches might not be practical
for languages with scarce resources like Arabicerétore, the proposed bilingual
approach tries to dispense with such corpora, me#gago unsupervised and robust.
Preliminary experiments show promising results ala@guiring orthographic, lexical
and syntactic phrase-based paraphrases.

The rest of this paper falls in four parts. Thetfpart reviews related work to
bilingual paraphrase acquisition. The second pegrtagns the proposed approach, its
tools and implementation. The third part showsubed evaluation methodology and
results. Finally, the paper ends with a conclusainthe main findings of the
preliminary experiments and future work for a fetlale application of the proposed
approach.

Il. Related Work

Previous bilingual approaches to paraphrasing retagne of three resources:

multiple translations, comparable corpora (Quirkakt2004) and parallel corpora

(Callison-Burch 2007). Multiple translations appbas — which are applied to



English and French (Barzilay and McKeown 2001) Bndlish and Chinese (Pang et
al. 2003) — assume that different translationshef ame source text paraphrase one
another. In spite of the promising results achiewgduch approaches, the scarcity of
multiple translations and the fact that developingm manually is time and effort
consuming are obstacles for a full-scale coverage.

Approaches using comparable and parallel corpdngeee better results than
multiple translations in terms of coverage, espbcifor such languages with
available corpora such as English (Quirk 2004, i€&at-Burch 2007). Callison-Burch
(2007) used parallel corpora for Arabic paraphrasguisition using the only
available source for Arabic parallel corpora, nanikee LDC Arabic/English Parallel
News Text. No clear results are reported on applying thipreach to Arabic;
however, the approach is used to build the freefylable Arabic paraphrase systems

Linear B futtp://linearb.co.uk/and Lingo24 \yww.lingo24.con).

Practical experience shows that these two systemisrm better on the word-
based paraphrasing than phrase-based paraphrasimgpfreasons. First, parallel and
comparable corpora for Arabic, though available, still scarce. To the best of the
authors' knowledge, the only ones available are LAy&bic/English Parallel News
Text" and ISI Arabic-English Automatically Extracted Bl Texf. Second, using

parallel and/or comparable corpora entails usimgnaient techniques, which pose

! A corpus of Arabic news stories and their Englistnslations collected via Ummah Press Service ffanuary
2001 to September 2004. It totals 8,439 story p&i8s685 sentence pairs, 2M Arabic words and 2.51gliEh
words. The corpus is aligned at sentence levés. divailable through Linguistic Data Consortium (LD&2Yalog
number LDC2004T18, URLhttp://www.ldc.upenn.edu/

2 An Arabic-English comparable corpus which is awtinally extracted from news articles publisheddighua
News Agency and Agence France Presse. It is olntaisimg the automatic parallel sentence identificamethod
described in Stefan, D. and Marcu, M. (200B)achine Translation Performance by Exploiting Nargilel
Corpora,Computational Linguisticsvol. 31. pp. 477-504The corpus contains 1,124,609 sentence pairs; ohe w
count on the English side is approximately 31M vgord




another source of errors. Therefore, the propoggdoach tries to avoid alignment
and to find an alternative for both parallel anchparable corpora.
lll. The Bilingual Paraphrasing Approach

The proposed approach is based on the same hyjsofiresiously used by
Barzilay and McKeown (2001): different translatioos the same source text are
paraphrases of one another. However, instead ofigusiorpora of multiple
translations, our approach generates necessaryplauttanslations using current
Machine Translation (MT) systems such as Micro3oéinslator, Google and Golden
Al-Wafi (ATA 2002). It is also assumed that diffateMT systems use different
dictionaries and are trained on different corptinas they are likely to yield different
translations based on their different dictionareespora and rules.

The approach is straightforward; it does not rexjainy corpus preprocessing
tasks and it does not rely on intermediate NLP stamlich as POS taggers, NP
chunkers or parsers. Therefore, the authors sawe énd effort; and minimize the
sources of errors to one source only, namely tbblems of the MT systems used.

Due to lexical and syntactic MT problems, a neagsphase of the proposed
approach is MT output validation; that is, to vabel the output against documents
originally written in the target language (here Big. However, even with using Web
documents, many rare, yet correct, translations yiero search hits. For instance, the
"National Center for Environmental Research" imstated by Golden Al-Wafi as
" sl Gl skl S, JAImrkz AlwTny llbHv Alby), which is a correct translation
yet it gets zero search results on Google seargme&nTherefore, relying on the
regular Web validation technique, which uses thereerphrase as a search query,

might not be helpful.

% Buckwalter's transliteration schemevwfw.qamos.com



Alternatively, we used a bigram-based term valaatiechnique. We divide
each translated phrase into consecutive bigramslagck the validity of each bigram
independently on the Web. Each valid bigram is igigescore of 1 and each invalid
bigram a score of 0 (zero). The validity of thegdw is, therefore, measured as:

Sum of valid bigrams

Phrase Validity =
Total number of bigrams

A score of 1 is the maximum attained for an entirghlid phrase and a 0 score
indicates an invalid translation. Intuitively, onpghrases giving scores 0.8 are
considered as valid.

Accordingly, given the aforementioned example l# tNational Center for
Environmental Research”, Golden Al-Wafi translaiteas '~ Cuadll il gl 5< 5l
IAlmrkz AlwTny llbHv Alby}yMicrosoft Translator ag&iu) cgaall shell 5< "
/Almrkz AlwTny llbHwv Alby}yiand Google asatull &sadd Jilagll 3< a0" /Almrkz

AlwTnY IbHwv Alby}p The validation of each translation is measuredweh:

Bigram | Bigram | Bigram Phrase
9 9 9 Validity Result
1 2 3
Score
. \ . ‘ B ”
Al-Wafi jﬁj. "=-,f,n il
IAImrkz | /AWTny | /lbHv 1 vald
AwTny | IIbHv/ | Albyly/ Translation
1 1 1
. . . Phrase
Bigram | Bigram | Bigram Validity Result
1 2 3
Score
Sl ksl L
Google R Eygad Ll .
IAImrkz | JAWTny | bHwv | 1 valid
AwTny/ | IbHwv/ | Albylp/ Translation
1 1 1




Phrase

Bigram | Bigram | Bigram |\, idity | Result

1 2 3

Score
Microsoft | Sl bl & ganll
Translator | bs) &ganll aal) .
IAImrkz | IAWTny | bHWY | 1 vald
AwTny | lIbHwv/ | Albylyp/ Translation

1 1 1
Table (1): Example of Phrase Validation Process

Given three valid translations of the same soplsase — "National Center for
Environmental Research”, the three translationsansidered as paraphrases of one
another.

To sum up, the algorithm informally goes in fouaphs:

1. First, compiling source phrases: the source langudagthe present study is
English whose resources — basically parsers anotaiea corpora — are quite
available.

2. Second, submitting source phrases to MT systems.

3. Third, implementing the bigram-based term validatio

4. Finally, selecting phrases with a scer6.8.

In spite of the problems of MT systems, usingrthie expected to achieve
better coverage rates than parallel corpora, eslhedn terms of term variations.
Meanwhile, using MT systems makes the proposedoapfrlanguage independent
and thus more applicable. The evaluation methogolagd the results of our
preliminary experiments and an error analysis aresgmted in the following
subsections.

IV. Evaluation and Results

In order to test our approach, a list of 2000 namities (i.e. names of

organizations and locations) is compiled using G@agarch engine. Another list of

2000 common NPs is extracted from the British NatlaCorpus (BNC). Each list is



submitted to each of the used MT systems: Microsadnhslator, Google and Golden
Al-Wafi (ATA 2002).

For evaluation, a human rater is used for two psepofirst, to evaluate the
MT output (i.e. to judge it as valid/invalid andhda to decide whether valid
translations are paraphrasing; second, to meastereagreement rate between the
human rater and the results of the bigram-based talidation according to the
Kappa Coefficient.

Kappa Coefficient is a statistical measure for #ygeement between two
raters, taking into consideration the differenceMeen actual or observed agreement
and agreement given by chance. It is defined as:

P(0) - P(e)

Kappa =
1-P(e)
Where
P(o) is the probability of observed agreement
P(e)is the probability of expected agreement
The human rater and the bigram-based term valaohieve a good kappa rate
of ~80%. The main differences between the two sadee among the phrases scoring
around 0.8. For instance, the "National Center ddiétion and Substance Abuse" is
translated given the following three translations:
1. "l Jhlads lead e g8l 5S4l (Google)
[Almrkz Algwmy IIAdmAn WtEATyY AlmxdfAt
2. "OkaaY) s salall aladin) ¢ gu e il gl SRl (AI-Wafi)
[Almrkz AlwTny EIY sw' <stxdAm AlmAdp wAI<dmAn
3. "alsall halad gles¥l s olis e gl S al" (Microsoft Translator)
IAlmrkz AlwTny b$>n wAIAdmAN tEATy AImwAd

According to the abovementioned bigram-based teatidation techniques, these

translations are given the scores of 1, 0.83 ar@B,Orespectively. Thus they



considered as valid by the bigram-based term Madidayet the second and third

translations are invalid according to the humarerrdbeing semantically and

syntactically incorrect.

Final results of our approach can be summarizédilasvs:

Precision
based on

Paraphrases| Recall human F-measure
each evaluation

~ 47.5% ~ 86% ~61%

Precision
Paraphrases based on

of score> Recall human F-measure

0.8 each rater's
evaluation
~ 5% ~50% ~ 9%

Table (2): Final Results
Generated paraphrases can be divided into thresedaorthographic, lexical
and syntactic paraphrases. Orthographic parapheaseparaphrases with the same
lexical and syntactic structures yet with differemthographic forms for such letters

as+ /'l (hamza ands /p/ (teh marbutq Examples of orthographic paraphrases are

given in table (3) below:

Orthographic
Source Phrase Paraphrase 1 Paraphrase 2 | Difference bet. the

Two Paraphrases

The last word is
: slslaall ihagll 3 pall | olslaall il ol 38540l | written withs /p/
National Center fof =, (7 AwTny | /AImrkz AwTny | (teh marbutifirst

Simulation lImHAKAp/ lImHAKAh/ and then with /h/
(heh
The last word is
il 38yl gl Syl
Nati_lt';)rr]]al C(telntelr fof }:f;m)s A e ‘j:jfm)s A )[/vrri]tten vt\)/it?sf(p/t
eoretica /AImrkz AwTny | /Almrkz AlwTny | ({0 marbutgfirs
Sciences I and then with /n/
Elwm AlnZryp/ [IElwm AlInZryh/ (heh
¢ The second word is
, s padl Al el s paall LAY clidl , o
- - = < \
National Bank of /AIbnkAI>hly /AIbNKAIARly ertten_W|th 1>/
Egypt AlmSry AlmSry (alef with hamza

abovg first and




then with! /A/
(bare alef: alef with
no hamza

The Egyptian
Organization for
Human Rights

G siad Ay yeaal) 4aluiall
Sl
/AlImnZmh AlmSryy
IHgwqg AlAnsAn/

Bsial Ay yadll dadaidll
Oleady)

) /AImnZmp AImSryy

IHgwq Al<nsAn/

The last word is
written with) /A/
(bare alef: alef with
) N0 hamzaand then
with | /</ (alef with

hamza under

Table (3): Examples of Orthographic Paraphrases

The second category of the generated paraphrasésical paraphrases.

These are paraphrases that contain synonymous Ji@edshe ones in table (4)

below:

Lexical Difference

Source Phrase Paraphrase 1 Paraphrase 2 bet. the Two
Paraphrases
¢ g - The two
dalaly gl Kl b gl Sl
National Center for (;L‘fiiii&j\ js‘j\d a:ts‘-\:if )‘:\j synonymous words
Higher Education ~ L ~ L are:dkil />nZmp
/Almrkz AlwTny /Almrkz AlwTny .. )
Management | q | q andaki /nZn; both
Systems >nzmp <dArp nZzm <dArp of which mean
AltElym AIEAlY AItElym AIEAlY
systems
The two

International

Llaad 250l Lalaial

Bl 2 50l Lalaial

- SSLE & i) GSEN & i e b
Organlzatl(_)n for IAlImnZmp Aldwlyp| /AlmnZmp Aldwlyp are.@. . /HmAy.ﬁ
Conservation of andhls /HAZ,

: IHmMAyp AltrAv IHfAZ EIY AltrAv ;
Cultural Heritage both of which mear
AlvgAfy AlvgAfy .
conservation
The two
Eqvoti LU iy padl Lzaal) 4 padl dppanll synonymous words
R g){p lan t Cudatll i) AuaaUial are:x= /Dd/ and
SSOQlI_?)rIt?J r;eagalns [AlimEyp AImSryp| /AljmEyp AlmSryp| 4<aalic /MNAhDI;
Dd AltE*yb/ ImnAhDh AIRE*yb/ | both of which mear
against

synonymous words

D

D

N

D

N

Table (4): Examples of Lexical Paraphrases

The last category of the resulting paraphrasesisyntactic paraphrases. This

means that the same phrase is given in differertasic structures as in table (5):



Syntactic
Source Phrase Paraphrase 1 Paraphrase 2 | Difference bet. the

Two Paraphrases

) . The first ends with
Eiganll il € 5l Eigagt bl < )

National Center for Hl Al ol 58l : A 55

-4 . an Adjectival
. Al 4l
Environmental o ” Phrase (ADJP)
/Almrkz AlwTny [Almrkz AlwTnY
Research lIbHwv Alby}yp/ IbHwv Alby}p/ whereas the second
Viyp ViP with a NP
20 .o, \ - \ -~ o, ‘ \ \ . .
National (A5 gad Ak Il Aynaal Al o) adayl ) The first ends with

Association of ielday aleadll | ouelaia¥l Guiledd | a NP whereas the
Social Workers [AljmEyp AlwTnyp| /AlrAbTh AlwTnyp second with a

ImwZfy AlxdmAt [IAXSA}yyn ADJP
AlAjtmAEyp/ AlAjtmAEyyn/
The firstis a
. s compound NP
La | & : s
further information ) /?nh;;/d‘rﬁnﬁf A Sl slae which includes an
/mEIlwmALt >xrY/ | ADJP whereas the
AlmEIlwmALt/ : .
second is a simple
NP

Table (5): Examples of Syntactic Paraphrases

There are paraphrases that include more than dieeedice like the phrases included

in table (6):

Types of
Source Phrase Paraphrase 1 Paraphrase 2 | Difference bet. the

Two Paraphrases

. 2 . . \ 2 - . \ .
National Center for Bial Gl S5l Uiadl il sll S all

) doka) jRayall dab) il e Orthographic &
the gé?nsgé\r/:élon of IAlmrkz AlwTny IAlmrkz AlwTny Syntactic
Y | IHfz AldymarATyp|  IHFAZ EIY
AldymqrATyh/
. . Agida gl aday) )
| Oa g ignn | A
Nat.'of‘a' C‘.’WM‘ sliby) g\akaY) Orthographic &
Association for | /AljmEyp AlwTnyp JAIFABTh AlwTnyp Syntactic
Retired Firefighters IrjAl AI<TTA' lImtgAEdyn mn
AlmtgAEdyn/ Al AIATFAY

Table (6): Examples of Multiple Differences betwPanaphrases
The 30% loss of the performance rate is attribiwetivo main reasons. First,
the three MT systems yielded exactly the same lados for 7% of the tested

phrases; and thus no paraphrases were availabmn&e23% of the output

10



translations are linguistically unacceptable; thst they include lexical and/or
syntactic errors.
V. Conclusion and Future Work

This paper presented the initial experiments foruasupervised bilingual
approach for Arabic paraphrases acquisition. Mampgbd extract different term
variations (i.e. term paraphrases) — orthogragkidical and syntactic — for 71% of
the tested phrases shows that it is a promisingoapp. It deals with phrase-based
paraphrasing which is poorly handled by currentbhrgaraphrasing systems and is
not limited to the phrases present in parallel ccapMeanwhile, it does not require
much preprocessing or NLP tools.

The main problem of the present approach was the recall rates.
Approximately, 7% of input phrases were given thme translation by all the used
MT systems like "World Health Organization”; it wasnslated by all systems as
Ll Aaall dulaia /mnZmp AISHp AIEAImypnd no system translates it &gkl
aalliWdlll /AImMnZmp AIEAIMyp lISHpwhich is a correct translation that gets 7,720
search hits on Google search engine. In order tesgeh paraphrases, the authors
expect for future work to integrate the proposduohgpual algorithm with monolingual
paraphrasing rules automatically acquired fromiitiagually generated paraphrases.
Such rules might also contribute to finding parages for the terms mistakenly
translated by MT systems.

Although the bigram-based term validation achieaegood kappa rate with
human evaluation, there should be more variabléssto For example, trigrams are to
be compared with bigrams in terms of precision. ffireshold of 0.8 gets a rather
poor precision rate and thus higher thresholdstarbe tested together with their

effect on recall rates.
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Appendix: Sample Arabic Paraphrases & their ScoresGenerated by Our

Approach
Source Paraphrase| Score | Paraphrase| Score| Paraphrase| Score
Phrase 1 1 2 2 3 3
National
Center for bl Sl bl Sl
Public Policy | e &pad 1 e f C1sal i B
National
Center for bl Sl sl Sl
Atmospheric | <l dlagy 1 Ml & gad 1 | e | e
research eE el
National
Center for
Higher bl Sl ibsll 385l
Education | sl s ) ol 1 5l Ay 1 | e | e
Management e Slall adal
Systems
National
Center for bl Sl sibsll S 5l
Health Slebasdl 1 Shilaay 1 S, (S —
Statistics Al iaall
National
Center for
- sl Sl o sill Sl
Public: A ey dual | L L) 4l 1 | | e
Productivity
The
Mobilization s
of Muslim sl 31l e
Cilaliall R e v (RS,
Women in < e S IO PV 1
Egypt
Federation of
Egyptian . .
oy alad) Cayadl ala)
Cgsrr:r?gsc é’f ATYICT B ENUENTCT N e
European
Bank for s
Reconstruction) ., = . sy el
and cwfiif)}w 1 @iﬂj e 11 |
o 3
Development
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social workers| o silasy) cilardl) sils sa
Oseldaly) ielaal | & | T T
Whole World alle S P T I -
EurOpean CUp @J‘)}‘y‘ u»iﬁ\ Ll})}\ u.uis --------------
National
Center for . .
Health sl S ool ol di%ijsmuﬂ')‘i‘ 1
) Cagll Jauall agded L
Education ” ) i daall
National
Center for
Environmental sl Sl sl ol ool ol
Al &l Ll &sad sl Saill
Research "

14




