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Abstract

Anaphora Resolution (AR) is the process of deteimginhe antecedent of a
given anaphor. It is an understudied issue in Ardatural Language Processing
(ANLP), although some current Machine TranslatibT) systems handle it poorly.
AR is usually difficult because it requires varidypes of knowledge and resources —
syntactic, lexical and morphological — which ar¢ aailable for such a language like
Arabic given its scarce Natural Language Proces$MigP) resources and tools.
Consequently, the proposed algorithm follows aisteal, corpus-based approach,
using the Web as corpus to overcome the sparsehéssa and to provide necessary
resources for Arabic AR such as semantic featuwekocational associations and
non-pleonastic pronouns. Evaluated against a dalttard set of manually annotated

pronouns, the algorithm achieves an F-measurednpeahce rate d37.6%.
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Transliteration List

The Buckwalter Arabic Transliteration Scheme waselboped at Xerox by
Tim Buckwalter in the 1990s. It is an American Siamd Code for Information
Interchange (ASCII) transliteration scheme, repmesg Arabic orthography strictly
one-to-one, as opposed to transcription schem@satiic that are intended to convey
phonological or morpho-phonological information majpressed in the Arabic script.
ASCII codes represent texts in computers, commtioitaequipment and other

devices that work with texts

Transliteration Symbol Arabic Letter
> \
< )
& 5
} &
A [
B -
P 3
T &
Vv &
J z
H z
X Z
D 2
* d
R J
Z D)
S o
$ o
S =

! Refer to the Website of www.xrce.xerox.com
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Theoretical Framework
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1.1 Introduction

Part one contains two chapters that delineateheretical background of the
present thesis. The first chapter introduces afficietethe field of Natural Language
Processing (NLP) and distinguishes it from two valg fields, namely
Computational Linguistics (CL) and Artificial Intejence (Al). It also outlines the
main criteria according to which NLP approaches alassified into different
categories: supervised vs. unsupervised, symbslictatistical ... etc. Therefore, the
first chapter sheds light on the field of NLP imgeal.

The second chapter elaborates more specifically Sbatistical Natural
Language Processing (SNLP) which is the approattbwied in the present thesis.
The chapter starts with defining SNLP and highliggptthe motivations for such an
approach. Afterwards, it focuses on the key methofi SNLP — modeling,
estimation, corpora and evaluation. Furthermore, part of a general introduction to
the field of SNLP, the chapter discusses the proldé sparse data and its possible
solutions in the framework of SNLP. Finally, somBL® applications are pointed
out.

Both chapters are an introduction to NLP in genaral SNLP in particular.

These chapters are to set the theoretical backdroltie present thesis.
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Chapter One

Introduction
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1.1 Introduction

This chapter briefly introduces the field of Nafutzanguage Processing
(NLP). It first starts with defining NLP and expnogi the relation between NLP,
Computational Linguistics (CL) and Atrtificial Intejence (Al). Second, it discusses
some of the most common NLP approaches and thegiardiccording to which these
approaches are classified in order to pave thetavaymore elaborated discussion of
the approach of Statistical Natural Language PsingSSNLP), being the one used

for the present thesis.

1.2 What is Natural Language Processing (NLP)?

Natural Language Processing (NLP) is "an area s¢éaeh and application
that explores how computers can be used to undergtad manipulate written or
spoken natural languages to perform such applitsités Machine Translation (MT),
Text Summarization (TS), Question Answering (QA)formation Retrieval (IR),
Speech Recognition (SR) ... etc" (Chowdhury 2003: 5

Achieving "human-like language processing" usingttmally-occurring texts"
is the NLP ultimate objective according to LiddpY(@: 2126) that is usually realized
using techniques from different fields of study Iswas formal linguistics, computer
science, statistics ... etc. Therefore, NLP is alsiinéd as:

An interdisciplinary area based on many fieldstoflg ...

computer science, which provides techniques for ehod
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representation, algorithm design and implementation
linguistics, which identifies linguistic models apdocesses ...
psychology, which studies models and theories ofdru
behavior ... statistics, which provides technigieespredicting
events based on sample data ... (Manaris 1998: 5).

The term NLP frequently collocates with Computa#ibLinguistics (CL) and
Artificial Intelligence (Al). CL is a subsection &fLP since it provides the models for
the different linguistic phenomena that are usedNiiP tasks. In other words, CL
provides the working component of NLP systems (&w@n2000, Richter 2006). Al,
on the contrary, is the umbrella field of which NlsPa subsection (Siekmann 2007).
Al is defined as "a field of endeavor where compitend software programs are
designed to mimic human reasoning and learninggsses through the discovery of
algorithms" Glossary 2008: 116). Al aims at developing machines, whose
intelligence (i.e. their ability to process, undargl and generate) mimics human
intelligence. NLP is the subfield of Al that dealsth designing algorithms for
computers to process, understand and genématpuagein the way humans do
(Elhaddad 2006).

Therefore, Natural Language Processing (NLP), raf Intelligence (Al)
and Computational Linguistics (CL) are closely teththrough common objectives
and techniques. The relation between the threelsfieln be summarized in the

following diagram:
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Artificial Intelligence
(Al)
The umbrella term

Natural Language
Processing (NLP)
A subfield of Al that deals

with one area of concern
(i.,e. language) and shares
the same aim of Al (i.e.
having a human-like
language processing,
understanding, and
aeneratior

Computational
Linguistics (CL)

A subfield of NLP that
builds the necessary
models used for language
processing, understanding
and generation

Diagram (1): The Relation between Al, NLP and CL

1.3 Approaches to NLP

As indicated by Jurafsky and Martin (2000), NLP mgghes can be divided
according to the following four criteria:

(1) The nature of the training material

(2) The degree of human intervention

(3) The kind of knowledge used

(4) The amount of needed material
Each one of these criteria is further subdivided wifferent classes as discussed in
the following subsections.

1.3.1 The Nature of the Training Material

This criterion deals with the type of corpora beusgd. In NLP, the simplest
definition of a corpus is "collections of texts &mdspeech” (Burch and Osborne

2003: 5). There are different types of corporagifeesi according to the number of
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languages being dealt with and the level of analysiolved in the way illustrated in

diagram (2) designed by the researcher below:

Corpor:

“— T

Number of Languaar Level of Analysi:

\4 K
Monolingua Bilingual Multilingual Unannotated corp‘o{\Annotated corpol

Relation between corpus's languages l

Unrelatet Paralle Comparabl

\/

Level of Alignment

Level of Analysi:

Texi-basd Phras-basd

vy X
Sentenc-basd Word-basd

Diagram (2): Different Classifications of Corpora

According to diagram (2), corpora are divided adooy to the number of
languages involved into:
1. Monolingual corpora which deal with one languagdéyosuch asAl-
Hayat corpu$ — a monolingual Arabic corpus — and the Britishtitizal
Corpus (BNCJ — a monolingual English corpus.
2. Bilingual corpora which include two languagesilyo like the

Arabic/English Parallel News Téxt

2The corpus containAl-Hayat newspaper articles that are distributed into jextispecific databases. Mark-up,
numbers, special characters and punctuation maekeemoved. The size of the total file is 268 MBeTdataset
contains 18,639,264 distinct tokens in 42,591 ladicorganized in 7 domains. The reader is refetced
http://www.elda.org/catalogue/en/text/W0030.hforl more information.

% The British National Corpus (BNC) is a 100-million-wardllection of samples of written and spoken lanmgua
from a wide range of sources, designed to represavitle cross-section of British English from thestgpart of
the 20th century, both spoken and written. Thestagdition is theBNC XML Edition released in 2007. For more
information, the reader is referred_to http://wwstgorp.ox.ac.uk/corpus/index.xml

* This corpus contains Arabic news stories and tBeilish translations collected via Ummah Pressieifrom
January 2001 to September 2004. It totals 8,43§ gtairs, 68,685 sentence pairs, 2M Arabic words 2:5M
English words. The corpus is aligned at sentenag.I#t is available through Linguistic Data Congamt (LDC)
catalog number LDC2004T18, URL: http://www.ldc.upetu/
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3. Multilingual corpora which include at leastdhrlanguages such as the
Automatic Context Extraction (ACE) 2004 Multilinguraining Corpu3
Bilingual and multilingual corpora are further subded according to the

relation between the languages involvérh the one hand, a bilingual/multilingual
corpus might consist of collections of unrelatedimpletely different monolingual

corpora like the previously mentioned ACE 2004 Mialgual Training Corpus

(McEnery and Wilson 2001). On the other hand, |aggs in a bilingual/multilingual

corpus might be related.

In the case that the languages within a bilingualtifmgual corpus are
related, the corpus is either parallel or compaaBtcording to McEnery and Xiao
(2005), a parallel corpus holds 'the same' textsiame than one language; that is, a
parallel corpus consists of texts existing in ttatsn in two different languages,
primarily translated by hand such as the aforernaetli Arabic/English Parallel News
Text. A comparable corpus — such as Informatiorel®® Institute (ISI) Arabic-
English Automatically Extracted Parallel T&xt is a collection of 'similar' texts in
different languages or in different varieties ofaaguage combined on the basis of
similarity of content, domain and/or communicatiuaction.

Whether the corpus is parallel or comparable, itssally aligned at a certain

level. Alignment refers to noting which texts, pgaphs, sentences, phrases or words

5 This corpus contains the English, Arabic and Chirtesieing data for the 2004 Automatic Content Exirat
(ACE) technology evaluation. The corpus consistdat of various types annotated for entities afatioms and
was created by LDC with support from the ACE Prognadrich is a program for automatic context extratciois
available through Linguistic Data Consortium (LDC) tatag number LDC2005T09, URL:
http://www.ldc.upenn.edu/

 This is a sentence-aligned Arabic-English comparamrpus, which is automatically extracted fromwae
articles published by Xinhua News Agency and AgeR@nce Presse. It is obtained using the autorpatiallel
sentence identification method described in Stefarand Marcu, M. (2005). Machine Translation Perfance
by Exploiting Non-parallel CorporaComputational LinguisticsVol. 31. pp. 477-504. The corpus contains
1,124,609 sentence pairs; the word count on théigbngjde is approximately 31M words.
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in one language correspond to which texts, paragragentences, phrases or words in
another language (Manning and Schitze 2002).

The level of alignment is another element thatd#si bilingual/multilingual
corpora into different categories. Bilingual/muftgual texts can be aligned at the text
level, sentence level, phrase level or the worelleAs for text-aligned corpora, they
can be automatically compiled in large amounts ftbemnWorld Wide Web (WWW)
(Resnik 1999). Sentence-aligned corpora, like Avamglish Parallel News Text and
ISI Arabic-English Automatically Extracted Parall€ext, are also available — yet
they are rather rare, especially for languages @sclrabic. Finally, phrase- and
word-aligned corpora are rarely available for Acadnd English languages.

According to diagram (2), the second criteriondorpora division is the level
of analyss of the language(s) involved. This criterion dividespora into annotated
and unannotated corpotdnannotated corporaefer to "large collections of raw text"
(Burch and Osborne 2003: 5), such AlsAhram Newspapecorpusused for the
present thesis. Annotated corpora "add additionfdrination to the text such as
phonetic transcription, Part-Of-Speech (POS) taggoarse trees, rhetorical relations

. etc" (Burch and Osborne 2003: 5). The level ohaation further subdivides
corpora, since some corpora contain only one paédmguistic information such as
POS or parse trees; and other corpora involve nioma one type of linguistic
information such as the Arabic TreeBAGRTB).

In brief, there are various corpora types dividedoading to different criteria.
The number of languages involved in a corpus d&/iderpora into monolingual,

bilingual and multilingual corpora. Whenever theadaages within a bilingual or a

" Arabic TreeBank is a 1-million-word corpus which tains POS tags and parses. It s available throu@, L
Catalogue Number LDC2005T20, URL: http://www.ldc.upedu/
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multilingual are related, the corpus might be gatar comparable. In either case, the
corpus must be aligned at the word, phrase, semtenat least the text level. The
level of analysis is another criterion that dividé® corpora into annotated and
unannotated corpora. The type of the corpus iditeecriterion for determining an

NLP approach.
1.3.2 The Degree of Human Intervention

Human intervention refers to the amount of humantrol over the input
and/or the output of the algorithm. Human interiemtivides NLP approaches into
three categories: supervised, semi-supervised asdpervised. Jones (2005) argues
that in supervised approaches the algorithm is igeav with a label for every
example, and uses this information to learn a nmgpfiiom examples to labels for
new instances. Formally speaking, Chapelle et 2006¢) show that supervised
approaches involve estimating some functred — Y given a set of labeled training
examples{«xi; yi>}. Supervised learning is usually regarded as sasiflzation task,
where the output is either a class label or a detisile that applies to new examples.
Since input labels are usually provided via humangervised approaches are rather
computationally expensive. Consequently, more @#eris currently given to
unsupervised ones.

In unsupervised approaches, no labels are provatedll. Instead, the
algorithm sorts the data into related clustersetdamn measures of proximity on the
example features (Jones 2005). According to Chapetllal. (2006), unsupervised
approaches aim at either data clustering or featuteaction. On one hand, data
clustering aims to unravel the structure of thevjgled data set. Feature extraction, on
the other hand, often seeks to reduce the dimealgipof the data so as to provide a

more compact representation of the data set. Ungspd approaches are data-
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driven, and thus they depend on the availabilitgafora, which are not necessarily
available (see section 2.4.3).

Semi-supervised approaches are halfway betweenstlpervised and the
unsupervised ones. Semi-supervised approachesadiratad by the unavailability of
high-quality data. In addition to unlabeled datasemi-supervised algorithm is
provided with some supervision information — but necessarily for all examples
(Chapelle et al. 2006). The algorithm iterativebes those labels and the data to learn
approximate models, which are used to re-label mhelarn better models (Jones
2005). Semi-supervised approaches carry the adyesitaf both supervised and
unsupervised approaches, since they combine thegfmined results of human
intervention and save time as the input is onlyiaiay labeled.

Thus human intervention divides NLP approaches snipervised approaches,
unsupervised approaches — which are the two extremeand semi-supervised
approaches — which are the halfway between theettt@mes. Each approach has its
own advantages and disadvantages: the unsuperséses$ time and effort, yet its
performance is not as fine-grained as the supetvisee; the semi-supervised

approach tries to combine the advantages of both.
1.3.3 The Kind of Knowledge Used

This criterion divides NLP approaches into symhohgbrid and statistical.
Symbolic approachesse human introspective knowledge — representedunes — to
model language behavior which is not clearly repmésd in the available data. In
contrast,statisticalapproaches use observed data as their primargesofievidence
to approximate generalized models of the linguigptienomena under study based

only on actual examples (Liddy 2001). As for theapou, statistical models usually
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result in a model, whereas symbolic approachedtresa set of rules formalizing the
language studied.

In spite of the fine-grained output of symbolic eggrhes, interest in
statistical approaches is increasing due to a nurmbesasons, such as the need to
deal with broad and real-world contexts and theustiiess of such approaches (i.e.
their ability to deal with unexpected and/or notgges of input provided that the
training data is sufficient) (Liddy 200%)Moreover, NLP research is moving to
hybrid approacheshat utilize the strengths of each approach ireiotd address NLP
problems more effectively and flexibly. Such apmtues typically integrate more
sophisticated linguistic information with statistionodels to perform better (Burch
and Osborne 2003, Kilgarriff and Grefenstette 20B8Jler et al. 2003, among
others).

In brief, the knowledge involved in an NLP appro&em be either symbolic —
relying on human-crafted rules, statistical — mayion probabilities — or hybrid —

combining both types of knowledge.
1.3.4 The Amount of Needed Material

This criterion largely depends on the previous e the kind of knowledge
used). According to Liddy (2001), statistical apgarbes typically require more data
than symbolic approaches because they depend wal agamples extracted from the
corpus, whereas symbolic approaches are fed withahuknowledge. Depending on

large corpora causes various problems for statistigproachés

8 See section (2.3) below for more details.
9 See section (2.5) below for details

30



1.4 Summary

NLP is a research area concerned with processinglerstanding and
generating natural languages through computers.dtsubfield of Al and it uses the
techniques of CL to build its models. There ardéed#nt criteria according to which
NLP approaches are divided: the nature of theitrgimaterial, the degree of human
intervention, the kind of knowledge used and th@am of needed material. Each of

these criteria is further subdivided into differetdsses.
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Chapter Two

Statistical Natural Language Processing
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2.1 Introduction

This chapter focuses on Statistical Natural Langu&gocessing (SNLP),
being the approach used for the present thesistatts with defining SNLP and
briefly illustrates the motivations behind its demment. Afterwards, a quick review
of SNLP key methods, including modeling, estimaticorpora and evaluation, is
provided. Moreover, one of the main problems of 8Nhamely sparseness of data, is
pointed out and light is shed on some SNLP apptinatthat might be relevant to the

present thesis.
2.2 What is Statistical Natural Language ProcessingSNLP)?

Statistical Natural Language Processing (SNLP)nsN&P approach (see
section 1.3.3), which relies on available datatasprimary source of evidence to
approximate generalized models of the linguistiermimena under study based only

on actual examples (Liddy 2001).
2.3 Motivations for SNLP

According to Abney (2000) and Burch and Osborn®80SNLP systems are
useful for a number of reasons. First, they cardleaa wide variety of input and this
is required for real-world applications. Second,ngn&NLP systems are language
independent such as Pantel and Lin (2001), wholdesé a statistical language-
independent term extractor system and Aone and &1¢k893), who developed a
statistical language-independent AR algorithm. Slactguage-independent systems
save both time and effort.

Third, SNLP systems are cheaper and faster thad-trafted systems, since
they are (semi-) automatically created. Besidesy tare robust; that is, they can
always produce some output no matter how badly-€orthe input is or how novel it

is. Finally, they require less knowledge of thetipatar language being analyzed and
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thus work well with languages of scarce resourced allow many different
approaches to be tested and evaluated in a shwt s a result, much interest is

currently given to SNLP.
2.4 Methods of SNLP

There are four core methods in SNLP according twiBand Osborne (2003):

modeling, estimation, corpora and evaluation.
2.4.1 Modeling

Modeling is "the task of constructing machinery which mismmgome task"
(Burch and Osborne 2003: 7). It leads to languagdets which are defined as "lists
of weighted words or combination of words that diéggchow words are related, how
they are used with each other and how common thmeyira a given domain”
(Kilgarriff and Grefenstette 2003: 11). Simply, tetdcal language models try to
predict the next word(s) given the previous on@{&gnning and Schitze 2002).

According to Burch and Osborne (2003), any languagedel typically

consists of:

(1) Structural components (i.e. words, sounds, phrasestences,
rules, idiomatic expressions ... etc.)
(2) Parameters (i.e. the variables of such structur@ponents)
(3) Instantiation(i.e. the probabilities assigned to each parameter)
The following lines briefly review each componehadanguage model.

2.4.1.1 Structural Components of Statistical Models

Structural components of a language model are rdéted according to the
task or the application under study. For instanebs and their predicates are
important for studies concerned with verb subcaiegtion frames (Korhonen 2002),

phrases and idiomatic expressions are importantictsital components for
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computational lexicography (Al-Hafez et al. 199éddor Example-Based Machine
Translation (EBMT) (Hutchins 2005); Prepositionar&es (PPs) are used for studies
focusing on PP attachment problems (Olteanu andidain 2005) and so on.

The following subsection focuses on "collocatioas"one of the widely used
structural components for a variety of SNLP tasksl applications and as the

structural component used for the present thesis.
2.4.1.1.1 Collocations

Different definitions of collocations are given i the SNLP framework;
each definition adds a new criterion as revealdtierfollowing lines.

A collocation is defined by Myka and Doucet (200®4) as "a recurrent
combination of words that co-occur more often tishance and that correspond to
arbitrary word usages". This definition focuses ¢me "arbitrary" usage of
collocations which underlines the fact that if omerd of a collocation is substituted
by a synonym, the resulting phrase may become iagecat even incorrect. For
instance, in Englishstrong ted cannot be replaced witlpdwerful ted, although
strongandpowerfulare synonymous. Likewise, in Arabig:S /kvyf (deep) in <l
< /DbAb kvyf (deep fog) cannot be replaced with /gzyrd (heavy), which is
more likely to collocate withy-as /mTr (rain) as in)¢ = /mTr gzyf (heavy rain)
(Heliel 1989 as cited in Brashi 2005).

Another definition of collocations, provided byrdfsky and Martin (2000:
637), is "a quantifiable position-specific relathip between two lexical items".
Their definition focuses on the "position" of theot collocating words; which,
according to them, is fixed. Furthermore their digfn implies that there is a
difference between collocations and word co-occwes; the former has a fixed

form, whereas the latter deals with words frequyeuasled together regardless of their
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positions (Jurafsky and Martin 2000). In other werdurafsky and Martin's definition
(2000) focuses on adjacency as a distinctive feaiticollocations.

However, for Manning and Schitze (2002), collocati@lo not necessarily
consist of adjacent words. For some SNLP applinatitwo words can be a
collocation even if they are not consecutive. Thus verb "knock™ and the noun
"door" in (1, 2 and 3) are considered a collocatialthough they occur at various
positions in the sentences.

(1) Sheknockedon hisdoor.
(2) 100 womerknockedon Donaldson'door.
(3) A manknockedon a metal frontloor.

Regardless of such differences between definitittrese is a consensus on the
three main criteria for defining collocations: "mAoompositionality”, "non-
substitutability" and "non-modifiability(Manning and Schitze 2002:186)ccording
to the first criterion, the meaning of the collooat is not a straightforward
composition of the meanings of its parts: either theaning is completely different
from the free combination — as in 'look out', whmkans 'to be careful' — or there is a
connotation or added element of meaning that cabaqgiredicted from the parts (as
in 'white wine'and ‘white hair' where the ‘white' color refers to btlg different
colors) (Manning and Schutze 2002).

The second criterion in defining collocations (i.eon-substitutability)
stipulates that the components of a collocatiomotibe substituted with other words
even if they are synonymous. For instance, 'chasa®\ot substitute 'probability’ in
'high probability' although they are synonymousafly, non-modifiability means
that many collocations cannot be modified with #ddal lexical items or through

grammatical transformations. (Manning and Schi@2p.
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Collocations are among the widely used structuoahmonents in SNLP and
they are the ones used for the present thesis thsTwey are used for a variety of
tasks such as Word Sense Disambiguation (WSD) (@'lda al. 2004), statistical
Part-of-Speech (POS) Tagging (Lu 2005) and parfifsgni 2004). Moreover, they
are used for a variety of applications such as cgatipnal lexicography which tries
to automatically identify the important collocat®to be listed in a dictionary (Evert
and Krenn 2003), natural language generation sto avake sure that the output
sounds natural (Stone and Doran 1996) and Machiaeslation (MT) since a word
may be translated differently according to the axmkion it occurs in (Smadja et al.
1996).

Collocations discoveryis a non-trivial task because a collocation is not
simply a frequenn-gram®. For example, function words are highly frequenras,
yet they cannot be considered collocations asfith&®' (Manning and Schitze 2002).
Moreover, the combination of two words can be fesguonly because the two words
are frequent like "next year" (Manning and Schi&@82). Similarly, of /EIY >n/
(provided that) is not a collocation in Arabic btitey are two function words
occurring frequently together (Hel®d89 as cited in Brashi 2005). Thus more
accurate tools need to be used so as to make Isatréhe co-occurrence of two or

more particular words is more than a chance (se@8se?2.4.2 below).
2.4.1.2 Parameters of Statistical Models

As previously defined, parameters are the variabdésthe structural
components of a model. As for collocations, whick the structural components
mentioned above, the variables can be considerésinms of the type of the parts of

the collocation and/or their number.

9 An n-gram is a sub-sequencerpitems from a given sequence. Agram of size 1 is anigram
size 2 ishigram, size 3 igrigram and size 4 or more is called argranm (McEnery & Wilson 2001).
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According to Manning and Schitze (2002), there difierent categories of
collocations, such as compound nouns (digk drivg, phrasal verbs (e.gnake up
and phrasesbécon and eggsweapons of mass destructjorDther categories of
collocations include "light verbs" collocations (Mang and Schitze 2002: 186),
such as 'make a decision’, 'do a favor' ... empétrnouns are usually included in the
category of collocations in NLP. Terminological esgsions are also considered as
collocations in spite of being fairly compositiondlhis is because they tend to be
rather fixed and to be translated in fixed termacltcategories are the possible

parameters or variables for collocations as stratttomponents.
2.4.1.3 Instantiation

Burch and Osborne (2003) state that instantiasoassigning probabilities to
the parameters of the used structural componeiit(s).an equivalent testimation
which is discussed in detail in the following seati

In brief, modeling involves deciding on the stured component which is
chosen according to the task under investigatitve. Jarameters of such components

are also to be decided on and afterwards the itisti@m/estimation process starts.
2.4.2 Estimation

Estimation is the second core method in SNLP. Havihe models
constructed, and the parameters decided on, trmyiche estimated, that is, values
should be assigned to such parameters. Collocatawasusually estimated via
"association measures".

Association measures are "mathematical formulasrohing the strength of

association between two or more words based onabeurrences and cooccurrences
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in a text corpus" (Pecina and Schlesinger 2006.).6blkere are many estimation
methods some of which are briefly outlined in thibofwing lines™.
Conditional Probability (CP) is one of the eas@stociation measures, being
a straightforward linear one. CP is the probabiityan event given some knowledge
of a previous event (Manning and Schitze 20023.ftirmalized as:
P(Ny)
P(Xly)=

P{)
Where

X is the event whose probability is to be calculatad
y is the given event

According to CP, the two eventsandy are independent if R(y) = PK) (i.e. the
probability ofx is not affected by the existenceyf

Pointwise Mutual Information (PMls "the amount of information provided
by the occurrence of the event represented lapout the occurrence of the event

represented by' (Manning and Schitze 2002: 179). It is formalizex

PKly)
PMI(Xly) =logg —

PX) P()
where

x is the event whose probability is to be calculated
y is the given event

According to Manning and Schiitze (2002), PMI carcdiesidered a good measure of
independence, since values close to O indicatepamdence. However, it is a bad
measure of dependence because it is biased tevane

T-test is another association measure which |l@kihe difference between
the observed mean of a sample and the expected ofig¢ha distribution scaled by

the variance of the ddfaManning and Schiitze 2002). It is formalized as:

M The association measures used here are the orieedut Manning and Schiitze (2002)

2 The mean is the average offset. The mean of a sampkenoted asand the mean of the distribution as u. The
variance measures how much the individual offsetsade from the means. It is represented®g#4anning and
Schitze 2002)
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where
X is the mean value of the sample

U is the mean value of the distribution
§’is the sample deviation

N is the total size of the corpus

The interpretation of the T-test values is notightiorward. A distribution of T-test
critical values must be used where a proportiorueral is chosen and so are a
percentage of performan€and a degree of freedom (d.f.). If the resultiadue is
lower than the d.f. chosen, then the two wordsuatiely to collocate.

Pearson's chi-squar®? is defined as "the sum of the difference betwtben
observed values and the expected values" (MannagSxhitze 2002: 169). It is
computed as follows:

(O - Ej)®
Eij

where
> is the summation of the probabilities of the oledrevents

g)ij are the probabilities of the observed events

Eij are the probabilities of the expected events
Like T-test, the interpretation o€ results is not straightforward. A distribution leb
of X? critical values must be used so that a proportiahue p is chosen and a
corresponding d.f. is picked and used to compagadbults, if the resulting value is
less than the d.f. chosen, then the two words malikely to be a collocation and vice
versd® (Manning and Schiitze 2002).

Log-likelihood ratio is another association measwtese results are more

interpretable tharX? the higher the value is the more likely that the words

collocate. Log-likelihood ratio is calculated afidws:

1B see Appendix A for the distribution tablesTofestcritical values ané? critical values
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logh = 2x [n11x log(n11l/m11} n12x log(n12/m12K n21x log(n21/m21} n22x

log(n22/m22)]
Where nl1 is the observed probability that the weods have occurred together
m11 is the expected probability that the two wdrdsge occurred together
nl2 is the observed probability that the first whess without the second word
m12 is the expected probability that the first wbes without the second word
n21 is the observed probability that the secondiviias without the first word
m21 is the expected probability that the seconddvas without the first word
n22 is the observed probability that neither theoed word not the first has occurred
m22 is the expected probability that neither theoed word not the first has occurred

Unlike both T-testand X?, the results of log-likelihood ratio are more npietable:
high results indicate that the words are likelyctdlocate and vice versa. However,
Moore (2004) argues that log likelihood ratio imnges a substantial amount of error
when computing rare events.

Thus there are many association measures usededtmating the
collocational relation between two or more existimgyds. Each measure has its pros
and cons and each seems suitable for a partiduldy.s
2.4.3 Corpora

SNLP is a corpus-oriented field (Jurafsky and Mear8000, Burch and
Osborne 2003), which requires huge amounts of carpmce it depends on actual
examples observed in the corpus forléarning phase (see section 1.3.3). However,
the availability of high-quality corpora appropgatfor each SNLP task and
application is a major problem in the field (seetiem 2.5).

2.4.4 Evaluation

Evaluation is the last method of SNLP, accordingBuarch and Osborne
(2003). The evaluation method deals with the ewamlnamethodology and the
evaluation metric(s), both of which are discusseldw.
2.4.4.1 Evaluation Methodologies

Among the most widely used evaluation methodokgiee the "training-and-

testing paradigm"” (Jurafsky and Martin 2000: 204)l ahe baseline models. In the
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former, the corpus is divided into two sets: tragnand testing; the language model is
built according to the training set and is evaldaagainst the testing set. There are
many ways to manipulate the training and the tgssiets according to the type and
the amount of the data available. First, if theseenough data, the corpus can be
divided as 80:20 or 90:10 for the training and tb&ting respectively (Jurafsky and

Martin 2000).

Second, if there is a small amount of data avaldbt training, it may be
difficult to divide the data into training and tieg} sets because the testing set will
fairly reflect the data as a whole. For such casesss-validations usually used,
where the data is randomly divided imtections. The learner is trained fronl of
these sections and then evaluated against thenmgmaine. This is done times and
the performance of the system is reported as teeage of then evaluations (Burch
and Osborne 2003).

Finally, if there are different possible languagedels, and the best one is to
be picked, the corpus is divided into three sestiotthe training set”, "the
development test set” and "the test set" (Jurafskg Martin 2000: 204). The
development test set — also called a devtest setised to pick up the best model and
to tune new parameters. When the best model isechasis then evaluated against
the true test set.

In the training-and-testing paradigm, the traint@pus must be carefully
designed so as to avoid bias, overfitting and uittieg (Burch and Osborne 2003).
Overfitting is "the failure to generalize beyonet ttraining data so as to handle new
situations" (Burch and Osborne 2003: 8). Undeniitiis over-generalization.

Moreover, the testing corpus must be well-builasdo efficiently represent the data.
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Baseline models are "the simplest implementaticst ttme can think of"
(Burch and Osborne 2003: 19). For instance, in BQ§ing a baseline model can be
a model that always assigns the most frequent tagn g particular word without
attempting to do any contextual disambiguation.a&ddine for AR could be choosing
the closest noun that agrees in gender, numberratwhality with the pronoun.
Having a baseline model allows a reference poiritkivban determine how good the
performance is.

Whether the training-and-testing paradigm or a loesenodel is used, the
question is: how to identify the correct instances®ally, a gold standard is used. A
gold standardis a manually-crafted set of examples, againstclwhhe results are
compared (Burch and Osborne 2003). Available atedteorpora can be good gold
standard sets, yet in the absence of an adequitesigmdard, the researcher might

need to build one.
2.4.4.2 Evaluation Metrics

Evaluation metrics are measures to compute theesscof a proposed
algorithm. Among the most widely used evaluatiortriog are precision, recall and
the F-measurePrecisionis defined as "a measure of the proportion ofcteteitems
that the system got right" (Manning and Schitze22@®%8). It is calculated as
follows:

number of correctly resolved events
Precision=

number of correctly resolved events
number of incorrectly resolved events

Recall is defined as "the proportion of the target itetnat the system selected"”

(Manning and Schitze 2002: 268). It is calculated a
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number of correctly resolved events
number of incorrectly resolved events

Recall=
total number of events

F-measureis the weighted mean of precision and recalk ttalculated as:

2 X (precisionx recall)

F-measure=
precision+ recall

Currently there are many studies to develop bett@tuation methodologies
and metrics. Regardless of the evaluation methggabo the metric used, Burch and
Osborne (2003) emphasize that performing an ematysis, which identifies the
errors of the algorithm and the reasons for thexadd to indications about how the
system may be improved in subsequent redesignfarfPéng an error analysis is one
stage in the development of a SNLP system: beitgy tabinspect the types of errors
that are being made, and being able to generdhem tinto linguistic features is

useful for the subsequent redesign of the stadistimdel used by the system.
2.5 Problems with SNLP

Since SNLP is corpus-oriented, its success largepends on the quality and
the availability of the appropriate data which i®t nnecessarily available.
Consequently, SNLP systems usually undergo thelgmobf thesparseness of data
which means that many of the cooccurrences of thelsvare either not observed or
observed only once even in very large corg&l@ov and Edelman 1996).

In other words, a corpus sparseif it has a large number of zero-probability
events that should really have some non-zero pilitya@durafsky and Martin 2000).
Kilgarriff and Grefenstette (2003) among others sider corpora with millions of
words as small data sets that contain only a sawiptee dominant meanings and

usage-patterns and where rare words and rare ngsamih common words and
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combinations of words have almost no evidence.rlef,bsparseness of data is an
inherent problem in SNLP systems.

There are two approaches to handle sparseness taf dastatistically-
motivated approach and a linguistically-motivatede.o The former relies on
smoothing that is "the task of re-evaluating sorhéhe zero-probability and low-
probability n-grams and assigning them non-zero values" (Jyrafsk Martin 2000:
207). The main idea of smoothing is discountihg probability of seen events and
giving even a low-probability to the unseen ones.

There are many smoothing techniques briefly disisin the following
lines”. The first one is Laplace's Add-One (Manning actiitBze 2002). According
to this technique a space is given to unseen ewusirig the following equation:

C (wa...wn) + 1

Plap (WlV\h) =
N+B

Where

C is the number of counts of the wosd

N is the total number of vocabulary tokens

B is the total number of vocabulary types

According to Jurafsky and Martin (2000) and Manniagd Schitze (2002), the
problem with Laplace's Add-One is overestimatidrasisigns too much probability to
unseen events, that is, it is biased to unseerteven

Another smoothing technique is Lidstone's Law oicé&ession. Instead of
adding one, Lidstone's Law adds a positive valughich is usually ¥2. The equation
goes as follows:

C (Wa...wn) +4

Rid (Wi...Wh) =
N+B 4

WhereC is the number of counts of the wosd
N is the total number of vocabulary tokens
B is the total number of vocabulary types

4 equals Y2

14" The smoothing techniques outlines here are the diseussed in Manning and Schiitze 2002
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Overestimation of unseen events is decreased Wwidlstone's Law of
Succession and is further decreased with Good-guhistead of discounting using a
stable value, Good-Turing counts the probabilitye$een events as follows:

N1

Pot (Wi...Wh) =

N
Where
N1 is the number of counts of the wosd
N is the total number of vocabulary tokens

However, many linguists (Kilgarriff and Grefensee®003 and Keller et al.
2003, among others) argue against using smootkeitiques and go for using more
data (i.e. large corpora). In other words, theygssg) that probabilistic models based
on very large corpora are better than the modedean such statistical estimates as
smoothing. Thus they support the linguistically-mated approach, which depends
on using massive corpora, to deal with the spasseokedata.

One way to get such massive corpora is using thb ®gecorpus (Kilgarriff
and Grefenstette 2003). The Web is a free, instamthilable source of immense
amounts of documents, representing almost all plesdanguages and genres.
Moreover, according to Kilgarriff and Grefenste{®003), its documents are to be
considered a corpus because McEnery and Wilsonlj2@€fine the corpus as any
collection of more than one text provided thasisampling, representative, machine-
readable and standard. Manning and Schitze (2@%3:dtoaden the definition of the
corpus, saying that it is simply "a certain amoahtlata from a certain domain of
interest, without having any way in how it is consted". According to these
definitions, the Web and its documents are indeealjpus.

Using the Web as corpus has many advantages. iFingllps avoid bias to a
certain language genre or domain (Kilgarriff andef@nstette 2003). Usually, the

statistics of a language model change accordirigedype of texts used for building
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it. This imposes a limitation on the applicabiliy any language model, because it
can be applied to new texts that might not be efstéime type of the texts involved in
the language model. The only way to guarantee tlogel gperformance of a language
model is to draw it from random samples from dgfarlanguage types and genres
which might be available through using the Webapus.

Second, the Web is a good source for massive muanali, bilingual and
multilingual corpora. Not only can it be used tdlect such types of corpora (Resnik
1999), but also bilingual Web search engines candsel to search for translations
(Kilgarriff and Grefenstette 2003).

Third, Web counts are proved by Keller and Lap&@08) to be reliable
enough due to the high correlation between Welufegies and corpus frequencies,
the reliable correlation between Web frequencieas laiman plausibility judgments,
and the reliable correlation between Web frequenared frequencies recreated using
class-based smoothing and the correlation with dbents derived from a well-
balanced corpus.

Many studies are based on using the Web as cofausnstance, Keller and
Lapata (2003) examined how useful the Web is asuece of frequency information
for rare items, especially for dependency relatidvereover, Volk (2001) gathered
lexical statistics for resolving Prepositional Faa(PP) attachments. Villasenor-
Pineda et al. (2003 as cited in Kilgarriff and @reftette 2003) balanced their corpus
using Web documents and Mihalcea and Moldovan (1298ited in Kilgarriff and
Grefenstette 2003) built a Word Sense Disambigna{d/SD) engine using hit
counts to rank word sense frequencies. Other gtudetude Jones and Ghani (2000)

who built a language-specific corpus using the Weln a single document in that
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language and Fujii and Ishikawa (2000) who acqua@ahts of collocations from the
Web.

However, the Web has its own limitations. One @f thain problems of using
the Web as corpus is that Web documents might sy iilgarriff and Grefenstette
2003) because they are produced by a wide varieguthors cheaply and rapidly
with little concern for correctness. That is whglipg and grammatical mistakes are
quite common in Web documents. For example, on &a@prch engine, a search for
"I beleave" gets 3,910 search results, and "l betegets 70,900; yet the correct "I
believe" gets more than 4 million results. ConsatjyeKeller et al. (2002) suggest
that the large amount of the data available for \&@ints overcomes the problem of
noisy texts.

Moreover, there are inherent problems in searchineag themselves
(Kilgarriff and Grefenstette 2003). First, the sdamengine results do not present
enough instances as they are usually limited td ¥@8ults maximum. Second, they
do not present enough contexts for each instanc®gé provides ten-word
fragments around the target word. Finally, the ltssalways vary according to the
search engine load (i.e. the number of documeniisadpd to the search engine).
However, in spite of such problems Web as corpustils a promising approach
(Kilgarriff and Grefenstette 2003).

In brief, sparseness of data is a problem with SNLR statistically handled
via smoothing techniques and linguistically handle@ugh using the Web as corpus.
To date, there are no clear results about whichoagp performs better, although

some opinions support the linguistically-motivasgbroach.
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2.6 Applications of SNLP

There are many applications for SNLP such as Questinswering (QA),
Text Classification (TC), parsing, POS tagging &machine Translation (MT). The
following subsections briefly outline two appliaatis — POS tagging and MT — that

are directly related to the present thesis.
2.6.1 Part-of-Speech (POS) Tagging

Part-of-Speech (POS) tagging (Burch and Osborn&)2i@0an early success
of SNLP. The basic task is to assign a label — feoset of POS tags — to each token
encountered. The most popular method to assigntB@Ss to take a large corpus of
sentences marked with tags and then train a mogeh those tagged sentences.
However, a range of other methods is also posdihlerent taggers operate at around
96% per-token accuracy (Burch and Osborne 2003).

Burch and Osborne (2003) argue that POS taggeesswoh high accuracy for
a number of reasons. First, closed-class words fivection words) are usually
unambiguous. Second, the per-word distribution adsble tags of the open-class
words is usually sharply peaked around a few félgs means that in most situations,
there are only a few possible tags. Finally, thetext required to disambiguate most
words is usually only a few words and/or surrougdPOS tags. For some non-
English languages, current taggers are effectiue,itbis an open question whether
they are equally effective for all languages.

2.6.2 Statistical Machine Translation (SMT)

MT has a statistical formulation (Brown et al. 1998 SMT, if the translation
is from Arabic into English, then every Englishirsly e is considered a possible
translation of an Arabic string Every pair of stringsd; €} is assigned a probability

P(ela) (i.e. the probability that a translator, whengenmeted witha will producee as its

49



translation). According to such a probability, ®&IT system is supposed to give the
most suitables string given a newa one.

Various resources can be used to estimate sudobalplity like bilingual
sentence-aligned corpora and manually translatggbca. Recent work on SMT takes
two directions: the first is to augment the trahsta model with more linguistically
sophisticated information; the second is to copih \wcarce linguistic resources with
more sophisticated statistical techniques.

2.7 Summary

SNLP is an approach of NLP that focuses more aisstal techniques and
unsupervised or semi-supervised approaches. Itsn mathods are modeling,
estimation, corpora and evaluation. Being a datgedrfield, SNLP undergoes the
sparseness of data, which can be statisticallyoahidguistically handled. There is an
increasing interest in SNLP and its various appbces such as POS tagging and

SMT.
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Part Two

Anaphora Resolution
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2.1 Introduction

Part two contains two chapters both discuss moeeifspally the problem of
Anaphora Resolution (AR). The fist chapter defimi$erent types of anaphora in
both English and Arabic and focuses on the definibf AR in particular. Besides, it
provides a detailed comparison between Arabic andligh pronominal systems.
Such a comparison highlights the differences batwée two pronominal systems
that result in poor MT performance.

The second chapter outlines the different AR apghes including the
discourse-based and corpus-based ones. Not onyyteechapter refer to different
AR approaches, but also it shows how these appesaale applied to some MT

systems. Both chapters theoretically illustrateiknin the framework of NLP.
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Chapter Three

Anaphora Resolution and Poor Machine

Translation Output
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3.1 Introduction

After a brief definition of anaphora and AnaphorasBlution (AR), the
chapter justifies for the poor performance of sawuaent MT systems in terms of
Arabic AR. The differences between the English &mdbic pronominal systems,
which are detailed in the present chapter, are nfa@n reasons for such poor
performance that is proved through some illustraé@dmples at the end of the

chapter.
3.2 What is Anaphora? What is Anaphora ResolutionAR)?

Anaphora is defined as "the reference to an ethi&y has been previously
introduced into the discourse” (Jurafsky & MartB0R: 672). The entity, to which the
expression refers, is typically called the refereédbwever, Mitkov (1999) and
Bussmann (1996) make a distinction between theerefeand the antecedent, which
is the term commonly used in the computationatditere of AR. The referent is the
object or the state of affairs in the extralingeisteality to which the referring
expression refers, whereas the antecedent is rigaidtic realization of this entity.
Thus throughout the present thesis, the reseansasrthe term antecedent

Anaphora is divided according to two criteria: thpe of the anaphor and the
position of the antecedent. The first criterionidés anaphora into indefinite NP
anaphora, definite NP anaphora, pronominal anaphoree anaphora and
demonstratives (Deoskar 2004, Jurafsky & Martin@®@Q@itkov 1999, Werth 1999).
Pronominal anaphora (i.e. pronominalization) — Whethe main focus of the present
thesis — is realized by anaphoric pronouns as.it),(8/here the "8 person feminine
singular pronoun WA/ (them) refers totsall Claasll /AIxdmAt AISHyp (health

services).
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o PS5 e Yy Al cileadll Al il ae | (3.1)
Transliteration:
/... DEm Aldwlp lIxdmAt AISHyp bdIA mn trkhA
Translation:
... the support of the state for health servicesead of
discarding them ...

The second criterion (i.e. the position of the eatent) classifies anaphora
into intrasentential and intersentential anaph&k&@r(h 1999). If the antecedent is
outside the sentence boundary, where the anapisis,ethis is usually referred to as
intersentential as in (3.2). However, if the antlsce# occurs within the same sentence
of the anaphor, this is known as intrasententiapéora, as in (3.3).

B L) A yal) AELE S & Asles (118 (3.2)
Transliteration:
[fAtn HmAmp hy sydp AI$AS$p AlErbyp. AnhA AlAstAZp
Translation:
Faten Hamama is the "First Lady of the Arab
cinema". She is the master ...

kel Ad el slle (3.3)

Transliteration:
/m>sAp AIEwlimp AnhA /..
Translation:
The problem with globalization is that it is...
Anaphora Resolution (AR) is the process of deteimgirthe antecedent of a

given anaphor (Deoskar 2004, Mitkov 1999, Mitkow02) AR is required in many

15 All Arabic examples are extracted froht-AhramNewspapecorpus.

55



NLP applications such as Question Answering (QAjprmation Extraction (IE),
Text Summarization (TS), Machine Translation (MT)etc. (Deoskar 2004, Mitkov

1999). Thus a successful end-to-end system reqaisescessful AR algorithm.
3.3 AR and Machine Translation (MT)

Good-quality MT systems presuppose understandiegstiurce text which
involves discourse processing. One of the imporpatequisites for understanding
the source text is the ability to disambiguate prors, i.e. pronominal AR (Mitkov
1996).

According to Mitkov (1996), some current MT systegan translate only
single sentences. Once they have an input of twsemutive sentences, the result is
often disappointing since — in most cases — thergksentence is translated as a
completely isolated piece of information, withowking the preceding one into
consideration.

In fact, practical experience show that even witthia sentence level some
current MT systems are unable to correctly resalv@phora, especially when dealing
with typologically different languages such as Acaand English. Not only do such
systems dealing with Arabic/English translationgass sentences separately, but also
they do not make up for the differences betweenwlzelanguages that are the main
reason for MT poor performance as discussed inose(3.5).

3.4 Differences between Arabic and English Pronomal Systems

Arabic and English are typologically different tarages. Not only do they
belong to different language families, since Aralsica Semitic language whereas
English is an Indo-European one, but also they haliferent syntactic,
morphological and semantic properties that affeetdutput of MT systems dealing

with them. The following subsections review thefaténces between the two
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languages in terms of their pronominal systemsitidl special focus on'3person
pronouns, which are the main focus of the predersis.
3.4.1 The Number of 8 Person Pronouns in Arabic and English

In English, there are only thre®& Berson pronouns, nameig, sheandit and
their derivatives (Berk 1999, Jurafsky and Martid0@). The Arabic pronominal

system, however, contains a larger set of the@son pronouns which are illustrated

in table (3.1).
Arabic Pronoun | Transliteration Translation
0 ) (he, him, his)
a /hA (she, her, hers)
Loa /hmA (they, them, their, theirs
oA /hr/ (they, them, their, theirg
o8 /hm/ (they, them, their, theirg

Table (3.1): Arabic ¥ Person Pronouns Studied in the Present Thesis

Having a larger set of8person pronouns is not the only difference betwEeglish
and Arabic pronominal systems. There are also othiferences in terms of
grammatical case, morphology, gender and numberhadause the poor performance
of some current MT systems in terms of AR as thieviong subsections show.
3.4.2 Grammatical Case
In English, the grammatical case — determined bygttammatical function of
the pronoun — affects the form of the pronoun (BE9R9); a pronoun functioning as
an object has a different form from the one furmitig as a subject as in (3.4) below:
(3.4) Theyare talking aboutheir new house which was given to
themby the government.
In (3.4), the subject pronouheyhas a different form from the object pronahiem

and the possessive pronotleir. Table (3.2) shows the different grammatical cases
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and forms of the "3 person pronouns in English. The nominative caseallys
corresponds to the grammatical function of the ettbjthe accusative to the object

and the genitive to the genitive function as theunso after prepositions and

possessives.
Grammatical Case Grammatical Form
Nominative He/She/It/They
Accusative Him/Her/It/Them
Genitive His/Her/Hers/1ts/Their/Theirs

Table (3.2): Grammatical Cases and Forms of Eng#i§Person Pronouns

As table (3.2) shows, all EnglisH%3person pronouns can be used in the three
grammatical cases and in turn functions. Howers, does not apply to Arabid®3
person pronouns.

In the Arabic language, pronouns have three gramailatases: nominative,
accusative and genitive (Alhashemy 2000, Gaber ,1d88an 1999). The nominative
case goes with such grammatical functions as thgestuandixil /AImbtd>/*° (the

topic)'’

. The accusative corresponds to the object. Thiiger as in English — goes
with nouns after prepositions and) L=l JAIMDAf <lyh/ (the word annexed to
another)®. However, each grammatical case — and thus fumctids used with a
limited subset of the'3person pronouns.

The pronounsa /n/ (him/his/it/its) and= /hA/ (her/hers/it/its) are only used in
the accusative and the genitive cases (Algilayy2093, Gaber 1980, Hasan 1999).

This includes examples like:

18 JAlmbtd>/ (the topic) is the first word in an Arabic nomirsantence.

" Translation of Arabic grammatical terms are addfitem Badawi et al. (2004)

18 Annexation is the "collocation of two elementsyaity both nouns, in a fixed and inseparable unit
broadly conveying the sense of possession” (Badaal. 2004: 130)
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OsulS du e 3l 3l 1992allasl (e (35)
Transliteration:
/En AntxAbAt 1992 Alty fAz fyhA byl klyntwn
Translation:
... about the 1992 elections which Bill Clinton won

s B Al el Al da 3¢l (3.6)

Transliteration:
IAlhzymp Alty IqyhA Alfryg Algwrhy
Translation:
The defeat which the national team has encountered

In (3.5), /hA/ (them) is encliticized to the prepositiga /fy/ (in) and thus it
is used in the genitive case. In (3.8),/hA (it) is used as an object pronoun in the
accusative case, being an enclitic to the y&rfqy/ (encounter).

The rest of the pronouns — namelygs /hmA (they/them/their),~» /hnY
(they/them/their) and= /hrv/ (they/them/their) — are used in all the threexgreatical
cases. In the following three sentences, the saompnas+ /him is used in the three
grammatical cases of the nominative, accusativegandive.

slaill 5 JUkY) a8 (13.7)
Transliteration:
/hm AI>TTAl wAInsAl!
Translation:
These are children and women
(A nominative case; topic)

pe) 255 3 el ks IS, () 51 53 (3.8)
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Transliteration:
[AIXrA" Al*yn ykifwn btnfy* AkbrAmj Alty tsnd Alylim
Translation:
The experts who are allocated to execute the pnugfar
which they are responsible...
(A genitive case; encliticized to a preposition)
pgeihy o) yadll (e 220 5 (3.9)
Transliteration:
/wEdd mn AlfgrA’ ytgdmbhin
Translation:
... and a number of the poor led by ...
(An accusative case; object)

As such, Arabic 8 person pronouns, unlike the English ones, aréhdurt
subdivided into two groups according to their pbesigrammatical cases: pronouns
used in the accusative and the genitive casesamdypronouns used in all the three
grammatical cases.

This is not the only difference, though. In Engliglach grammatical case is
marked with a different pronoun form as table (3@)ove shows. In Arabic,
nevertheless, the same form can be used to repdifferent grammatical cases as in
sentences (3.7), (3.8) and (3.9) above, wheredahw dorm of~» /hm' is used in the
three grammatical cases and occupies three diffgrammatical functions.

In spite of such a strict classification of théd Berson pronouns in terms of
their grammatical cases, the identification of therect grammatical case is not easy.
The difficulty rises from the fact that the word wanich the pronoun is encliticized

might be ambiguous as 4 /Hbl where—= /Hb/ might be a noun meanihgveor a

60



verb meaningo love If = /Hb/ (love) is a noun; /h/ (his) is used in the genitive
case being encliticized to a noun; butit /Hb/ (love) is a verbs /n/ (him) is used in
the accusative case.

3.4.3 Morphology

In English, pronouns are not usually cliticizedaioy other morpheme. The

following sentences extracted from Berk (1999)siliate this.
(3.10)He s a painter.
(3.11)Shehad knowrhim for ages.
(3.12) The bodybuilder flexduls body.

In Arabic, pronouns are divided into three groupgerms of their manner of
cliticization. The first group consists of two paams, namelys /hw/ (he) ands2 /hy/
(she), which are never used in the enclitic formArabic, this group is known as
dasidl jlexnll /AIDMA} AImnfSIp (non-enclitic pronouns) (Algilayyeny 2003, Gaber
1980, Hasan 1999).

The second group of Arabic pronouns is that of éhelitic pronouns. The
group includes two pronouns: /h/ (him, his) and= /hA/ (her, hers), which are never
used separately; they must be encliticized to alwoa noun, a verb or a preposition
(Algilayyeny 2003, Gbr 1980, Hasan 1999) as in3p.4nd (3.14). These pronouns
are known asl=idl izl JAIDMA} AlmtSlg (enclitic pronouns).

Wbty Jl syl (e allsy (3.13)
Transliteration:
NTAIb EnAn AsrA}l btgyyr syAsthA
Translation:

Anan asks Israel to change its policy
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sasiall as¥) 4l 53 5all 138 (3.14)
Transliteration:
/h*A Aldwr Alzy IEbth AIAmm AlmtHdp
Translation:
This role played by the United Nations

The last group contains the pronolss/hmA (they, them, their, theirs; dual,
masculine and femininey» /hm' (they, them, their, theirs; plural, masculineylam
/hr/ (they, them, their, theirs; plural; feminine) whican be used either separately or
as enclitics (Algilayyeny 2003, Gaber 1980, Hasa@9).

The encliticization of the last group pronouns defseon their grammatical
case/function. When these pronouns are used imdhenative case — especially in
the grammatical function dfiadl /Almbtd>/ (topic), they are more likely to be used
separately as in sentence (3.15) below. Howeveenvthey are in the genitive form,
they are likely to be encliticized to the precedingun/preposition as in (3.16).
Similarly, when they are used in the accusativenfothey are very likely to be
encliticized to the preceding verb as in (3.17).

Gl Oslslan a5 (pealedl lal (3.15)
Transliteration:
/<SAbp AImhAjmyn w hm yHAwlwn Allirb
Translation:
The attackers got injured during their attempédoape
padsia o §shany Cosu cpilandil) (3.16)
Transliteration:

[AlfIsTynyyn swf yHSIwn Ely Hqwghm
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Translation:
The Palestinians will get their rights
o el ol a e adl (3.17)
Transliteration:
[Anh yryd An ynzlhmA mn /...
Translation:
He wants to get them off...

The main problem that results from the fact thansmf the Arabic § person
pronouns are encliticized to other morphemes on evetten without a space as in
the case ofs» /hw/ and & /hy/ and the conjunctions /w/ and < /f/ is that of
ambiguity, both syntactic and lexical. The lettefghe enclitic pronoun can be either
a part of the word or a pronoun. For instangey! /AImhn can be analyzed in two
different ways: as the definite articlal/ procliticized to the plural noup« /mhrf
(jobs) or as a noumll /Alm/ (pain) encliticized to the "8 person feminine plural

pronouncs /hry (their).

el
o+ el g+ J
hW (their) + Al (pain) rhhr! (jobs) + Al/ (the)

Diagram (3): Different Analyses of the Same Wore BuPronoun Ambiguity

3.4.4 Gender

English 3° person pronouns distinguish between male, fematé "aon-
personal” genders (Berk 1999, Jurafsky & Martin@0®79) and between tHUMAN
entities. Therefore, the singular pronosheandhe are usually used for +HUMAN
entities, whereas the singular pronatums usually used for -HUMAN entities. The

following examples illustrate these points:
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(3.18) | boughta new computeyesterdaylt cost $1000.
(3.19) Sonia wants to maraytall man he must be handsome.
(3.20)Soniawants to marry a bankesheinsists.

In Arabic, words are either feminine or masculif®minine nouns are
subdivided according to two criteria: animacy ahd tmorphological form of the
word. As for the first criterion, feminine wordsearies S /m&nv Hqyqy (“real
feminine") org e &uise Im&nv mjAzy ("unreal feminine™) (Wright 1981:177). Real
feminine words are necessarily animate entitiesrrely either to humans liked
/rAnyA (Rania) or to animals like,x /bgrp/ (a cow). Unreal feminine words are
always inanimate entities such as-i /$jrp/ (a tree) andé,s /wrqp/ (a paper).
Linguistically speaking, both real and unreal feiménwords are the same; both
stipulate feminine markers in verbs and are giVem $ame feminine adjectives,
demonstratives and referred to using the same feenipronouns as in (3.21) and
(3.22)

Ll s 5l o Sa (3.21)

Transliteration:
/hylAry klyntwn wAbnthA
Translation:
Hilary Clinton and her daughter

L) Ad sl e (3.22)
Transliteration:
/m>sAp AIEwlimp AnhA /..
Translation:

The problem of globalization is that it is ...
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In (3.21) and (3.22), boths_,>a /hylAry/ (Hilary) and 4ddsll JAIEwImp (the
globalization) are feminine, even if the formeriseal feminine noun and the latter is
an unreal feminine one. Both are referred to ushrg same "8 person feminine
singular pronourts /hA/. However, English marks the two words differenynce
globalizationis —\HUMAN, and therefore is referred toigsandHilary is +HUMAN
and is thus referred to ake.

As for the second criterion, that is, the morphatal form of the word,
feminine words can be divided into three groupssgal 999); -l &l JAIm&nv
Allfzy/ (“feminine by form"), gsxall Gzl /AIM&NV AlmEnwy (“feminine by
signification" and s si=all 5 il &gl JAIm&nv AllfZy wAImEnwl (“feminine by
form and signification") (Wright 1981: 105, 246)hd classification of these groups
depends on the existence (or absence) of feminarkers. The feminine markers in
Arabic are threes /p/ (teh marbuta as iniuiw /sfyng (a ship) /Y/ (alef magsurpas
in & /lylY/ (Laila: a feminine Arabic name) antl /A" (alef mamdudpas instew
/smAJ (sky).

According to Hasan (1999), Alhashemy (2000) andil&ygeny (2003), the
first group of feminine words contains one of thésminine markers, in spite of
being masculine in signification like<~ /Hmzpg (Hamzh: a masculine Arabic name)
andislsi />sAmp (Osama: a masculine Arabic name). These wordsleatt with as
any other masculine word: they are given masculers, masculine pronouns and
masculine demonstratives as in (3.23).

ailial 53 3es 531 (3.23)
Transliteration:

/>dY Hmzp wAjbAth
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Translation:
Hamzh did his homework
The second group of feminine words — those thafeminine by signification
— are feminine words that do not end in a femimmagker, yet they are feminine in
meaning likes«3 /$mg (sun). These are dealt with like any feminine dydhey are
used with feminine verbs, demonstratives and proa@s in (3.24).
el b s Jledl) uads (3.24)
Transliteration:
/ $ms AlnhAr bnwrhA AIsATE
Translation:
The morning's sun with its bright rays
The last group of feminine words, that is, fem@&iwords by form and
signification, includes words that end in one ¢f taminine markers as well as being
feminine in signification likeii /mng (Menna: An Arabic feminine name). These
nouns are just similar to all feminine words andytlare referred to using feminine
pronouns as in (3.25).
25l Lgal b i cieind (3.25)
Transliteration:
JAStTAEt mnpyffyimhA Aljdyd
Translation:
Menna could in her new movie
As for Arabic masculine words, they are only sultbd into two categories:
real and unreal (Hasan 1999, Alhashemy 2000, Algday 2003). Real masculine
words are animate entities referring either to HUN&Aike sl />SHmd/ (Ahmed) or

to animals like—Is /klb/ (a dog). Unreal masculine words are inanimatéiesitsuch
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as<S /ktAl/ (a book). Linguistically speaking, both real amtteal masculine words
are the same; both are given masculine verbs, tagjedemonstratives and referred
to using masculine pronouns as in (3.26) and (3.27)
ke DA Cala s g Uil (2.36)
Transliteration:
[>StTAE >Hmd nZyf xIAl Emih
Translation:
Ahmed Nazif managed through his work ...
nAdnba Sl QKIS (3.27)
Transliteration:
[fAIktAb ysly SAHbh
Translation:
The book entertains its owner

3.4.5 Number

According to Berk (1999), English nouns are singufdural, non-count or
collective nouns. Singular English nouns are ugualodified by a number of
determiners, most of which distinguish singular mod@rom plural ones. Table (3.3)
illustrates determiners that are specific to siagmouns which are referred to using
the singular % person pronouns dfe, she, ifin the nominative caséiim, her, itin
the accusative case; ahid, her(s), itan the genitive case as in (3.28) and (3.29).

(3.28) | boughta new computeyesterdaylt cost $1000.

(3.29)Soniawants to marry a bankesheinsists.
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Determiner | An Example
A/AN A house
The The photo
This This child
That That plate

Table (3.3): Determiners that Modify Singular EsgliNouns

English nouns are pluralized by adding plural sefi as in table (3.4) or by
internal vowel change as tooth, teetrandman, menMoreover, pluralization might
involve vowel and consonant change amiouse, miceSome nouns in English have
the same form in singular and plural lideerandsheep Plural nouns are referred to
using the plural 8 person pronouns dfiey, themtheir andtheirsas in (3.30).

(3.30) | sawthree childrentoday. Theywere walking with

their dog which was always followingpem

The Plural Suffix | An Example
-S Pens
-es Boxes
-ies Stories
-ves Knives
-en Children

Table (3.4): English Plural Suffixes

Non-count words in English are referred to using same set of the singular

3 person pronouns. However, unlike singular nouhsy tare not used with the

indefinite articles — a/an as in (3.31) and (3.32).
(3.31)A catis sitting on the couclit looks really nice.
(3.32)Milk is my favorite drink. | drinkt every day.

Collective English nouns refer to collective emftiwith individual members

like: band, team, armwnd jury (Berk 1999). If the speaker wishes to focus on the
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group itself, the collective noun is usually reéerrto using a singular®person
pronoun as in (3.33). However, if the speaker waste focus on the individual
members of the collectivity, the collective nounlikely to be referred to using a
plural 3¢ person pronoun liktheyandtheir in (3.34).

(3.33)My teamis playing well this week. | hogewins.

(3.34) Every debateeamgets disqualified becauieeyattack each

other instead of attackirtheir opponents.

In Arabic, nouns can be singular, dual, plural, -eoaont or collective.
Singular nouns are referred to using singular puoso The set of the Arabic®3
person pronouns that refer to singular nouns iredug /hy/, = /hw/, = /n/ andls
/hA.

Dual nouns — which do not exist in English — rdetwo entities of the same
type. Dual nouns are formed by adding one of twifixas: eithero! /A in the
nominative case ai= /yrv in the accusative and the genitive cases (Algday 2003).
Dual nouns have their own“3person pronoun that refers to them in all possible
grammatical cases, namé&ly /hmA as in (3.35).

Legilila 5 oty ) sSI) w2 201 (3.35)
Transliteration:
/AIHrb byn Alkwrytyn w HIfA}hmA
Translation:
The war between the two Koreas and their alliances

As for plural nouns, they are divided into threeups: bl Siall aes [jmE
Almzkr AlsAlm (regular masculine pluraljplbsdl &usel xas jmE Alm&nv AlSAIM
(regular feminine plural) andw=<ill «ea /jmE Altksyf (broken plural) (Hassan 1999,

Alhashemy 2000, Algilayyeny 2003). Regular masailpiural works only on real
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masculine nouns provided that they are +HUMAN dmat they are not feminine by
form. It is formed by adding two suffixes: eithgy /wrV/ in the nominative case o
/yr/ in the accusative and the genitive cases (Algday 2003) as in (3.36).
pg e alide uidiall - e ) 5all (3.36)

Transliteration:

IAIHWAr mftwH limvgfyn bmxtlf m$Arbim

Translation:

The conversation is open for all the cultured wiikeir

different interests

Regular feminine plural is formed by adding the figuf= /At in all
grammatical cases. As shown in table (3.5), diffetgpes of feminine words can be
pluralized using the regular feminine plural forfile pronoun used to refer to regular
feminine plurals is» /hr/, given that the words refer to +HUMAN entitiesheveas
& /hA/ is the pronoun used to refer to —-HUMAN regulamrpls (Hassan 1999).
Ogihla (M cladl )5 (3.37)

Transliteration:

/w<n AlsydAt AllAty SAdfthin

Translation:

And the women whom she met
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The Singular Word Its Type Its plural form

a />m/ (a mother) Real Slesl >mhAY
4<% /m$kip (a problem) Unreal GO /m$KIAL
8 s [HmMzg (Hamzh) Feminine by form <l es [HmMzAL
a0« Imrym (Mary) Feminine by signification ey e /mrymAL
s [$jrp/ (a tree) Feminine by form and significatipn < =3 /$jrAt/

Table (3.5): Examples of Plural Feminine Arabic \W&Y

Broken plural is the third form of pluralization Arabic. It is formed in three
ways: adding an infix (e.ge /shni (an arrow),; /shAni (arrows)), omitting a
letter (e.gJs~_ /rswl/ (a messenger)~, /rsl/ (messengers)) or changing the internal
structure of vowels through changing diacriticg)(e«! />asad (a lion), »! />usud
(lions)) (Algilayyeny 2003: 191).

The pronoun that refers to a broken plural noutei®rmined by the singular
form of the plural word (Hasan 1999). If the sirgulvord is a +HUMAN masculine
noun, the plural form is referred to by /hm/ as in (3.38). If the singular word is a
+HUMAN feminine noun, the plural form is referredl by ¢ /hr/ as in (3.39). If the
singular word is a —HUMAN noun, the plural formrisferred to by /hA/ as in
(3.40).

e Gl 5 75% (Sl asy GOl )51 J 58 (3.38)
Transliteration:
/gbwl AwrAg ALTIAb bHd Adny 75% w stEIn nTA}ghm
Translation:
... Admitting the students' papers with a minimurarscof

75% and their results will be announced...

19 The examples are the researcher's
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oot (R ) 52d Glasy (el Al 88 il (3.39)
Transliteration:
/Alnsp fy Alxlyj AlErby ygsin $Ewrhn b...
Translation:
Women in the Arabian Gulf wash their hair with...
Leiedia A g caball (3l wladl (3.40)
Transliteration:
/AImEAhAd Alty trds AlTb wfy mgdmthA
Translation:
The institutions teaching medicine and first ofrthe
Non-count and collective nouns also exist in Aratdis for the former, they
are handled in the same way a singular noun islédrab in (3.41) where the non-
count Arabic nourll /Allbr/ (the milk) is referred to using thé®erson singular
masculine pronoun /h/. Similarly, collective nouns are referred to bwygsilar
pronouns as in (3.42) where tH& Berson singular pronounh/ is used to refer to the
collective Arabic nouns:_? /fryg/ (team).
Adlatio 4l Sy Galll e Aala e slea (3.41)
Transliteration:
/mElwmAt hAmp En Allbn wmkwnA wmntjAth
Translation:
Important information about milk, its ingredientsdats
products
gl il e o 5 A (3 4 Jiial (3.42)
Transliteration:

[AHtfl fryq Al>hly bfwzh EIY Alfryg Almgridy
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Translation:
Al-Ahly team celebrated its victory over the Moracc

team...
3.4.6 A Summary of Arabic Pronouns
It might be useful here to summarize the propeuiethe Arabic pronominal
system. Table (3.6) summarizes such a system imstesf grammatical case,
morphology, the gender and number of the prondwennumber and the gender of its

referents and the possible English translatiorte@pronoun.
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Possible
Grammatical Referent's Referent's
Pronoun Morphology Gender Number English
Case Gender Number
Translations
Feminine: real,
unreal, by
«* /hy/ Nominative Separate Femining Singularsignification, by Singular She
form and
signification
Masculine —real,
unreal-
s /hw/ Nominative Separate Masculing  Singular Singular He
And feminine by
form
Masculine —real,
Accusative, unreal — Him/his
2 /h/ Enclitic Masculine | Singula Singular
Genitive And feminine by It/its
form
Feminine: real,
unreal, by Singular,
Accusative, Her/hers
w /hA/ Enclitic Feminine Singular signification, by broken
Genitive It/its
form and plural
signification
Feminine: real,
unreal, by form,
Nominative, by signification,
Laa Separate, Masculine,
Accusative, Dual by form and Dual They/them/their
/hmA/ Enclitic Feminine
Genitive signification.
Masculine: real,
unreal
Nominative,
Separate or Regular
a /hm/ Accusative, Masculine Plural Masculine Rea They/them/their
Enclitic Plural
Genitive
Nominative,
Separate or Regular
e /hn/ Accusative, Feminine Plural Feminine Real They/them/their
Enclitic Plural
Genitive

Table (3.6):A Summary of Arabic8Person Pronouns
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3.5 Examples of Poor Output of Some Current MT Sy&ims

Due to the aforementioned differences between Arabnd English
pronominal systems, the performance of some cuivBnisystems is rather poor in
terms of AR. The thesis does not attempt any kihdwvaluation of any of the MT
systems referred to, but the output of such systerasly motivates writing the
present thesis. Examples on such poor performaeagi\aen in the following lines:

Ly a8 4l 5l A K a1 da jlall Ciiia s (3.43)

ALl g 35

Transliteration:

IwStt AlxArjyp Al>mrykyp AlAntxAbAt Alr}Asyp fy mSr

b>nhA xTwp <yjAbyp [I>mArh

Correct Translation:

The US Foreign Ministry described the Egyptian

presidential elections as a positive step...

Sakhr's Translation:

The American Foreign Ministry described the

presidential elections in Egypt thatis a positive step

forward.

Systran's Translation:

Describer the external American presidential etatiin

Egypt thatshepositive step
In (3.43), the pronoui® /hA in b /b>nhAl refers todmsb,ll wlilasy) /AIAntxAbAL
Alr}Asyp (the presidential elections). Thus it should hbeen translated akeynot

asit.
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o Ol Lelee a3 Ly it 1) Ay 8 3a0dl s ya (3.44)

Transliteration:

/SrHt Alsydp grynp Alr}ys b>nhA stkvf EmIhA bAItEAWN

Correct Translation:

The First Lady announced that she will focus on

cooperating with...

Sakhr's Translation:

The Mrs. announced the president's wife thtatwill

intensifyits work in cooperation ...

Google's Translation:

Mrs. Suzanne Mubarak, the President stated ithaitill

intensifyits cooperation
In (3.44),.» /hA/is used twice: first it functions as the subjecthat-clause second it
is used in the genitive case as a possessive pmornlauboth cases, Sakhr (a
dictionary-based MT system) and Google (a SMT sy¥tare unable to correctly
resolve it, although there is only one possibleeegdent —sw ) 4k 3 sawdl /Alsydp
grynp Alr}yd (The First Lady) — which is clear in terms of riuen and gender
because of the suffix /p/ which is a marker of singular feminine words imaBic
(Alhashemy 2000, Hassan 1999).

Ueall yrw il @l S (e i adl ¢l o)) pulae Guit ) ST (3.45)

Transliteration:
/>kd r}ys mjls AlwzrA' >nh ntj En kl *Ik AstqrAr sEr

AIEmIY
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Correct Translation:

The Prime Minister confirmed that all this resulted

stabilizing currency exchange

Sakhr Translation:

The Prime Minister confirmed thae resulted from all that

a stability in the currencies price.

Systran Translation:

Head council of the ministers confirmed that he thHt

currency stability price resulted about
In sentence (3.45), /h/ is a non-pleonastic pronoun; it is used in an irspeal
expression where the pronoun does not have a nefdd@wever, both Sakhr and
Systran (A SMT system) are unable to detect suctoraanaphoric usage of the
pronoun, thus they yield wrong translations. Thezamples reflect the relatively
poor output of some current MT systems, which is ohthe main motivations of the
present thesis.
3.6 Summary

Anaphora Resolution (AR) is an important step fificent NLP applications

such as Machine Translation (MT). MT systems deahith the typologically
different languages of Arabic and English usuakiyndiie AR insufficiently. This is
attributed to the differences between the two laggs in terms of gender, number,

grammatical cases and morphology.
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Chapter Four

Approaches to Anaphora Resolution
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4.1 Introduction to AR Approaches

Approaches to AR can be divided according to timel kaf knowledge used as
input into discourse-based approaches, syntax-bagpobaches, hybrid approaches
and statistical, corpus-based approaches. Disctaised approaches, unlike others,
are usually knowledge-rich ones that require tocchmbuman intervention. They
depend on such theories as Centering Theory (Cd)&iscourse Representation
Theory (DRT) that require comprehensive detailsthar structural properties of the
sentences as well as pragmatic knowledge about#ievorld which is usually hard
to encode (Lappin 2005).

Syntax-based approaches vary from knowledge-riphraaches such as
Hobbs (1977 as cited in Mitkov 1999) and Lappin &edss (1994) to knowledge-
poor ones like Williams et al. (1996) and Kennedyd eéBoguraev (1996). The
knowledge-rich syntax-based approaches rely ory fpfirsed input, which might
require human intervention. Knowledge-poor appreachhowever, depend on
partially parsed input, augmented with little setrmknowledge.

Hybrid and corpus-based approaches — which ardaihes of the present
thesis and which are further elaborated in sedb®) — are unsupervised or semi-
supervised knowledge-poor approaches that usually on statistical techniques
supported with the least semantic and/or synt&aioavledge available.

Regardless of the type of knowledge used, all ARr@gches rely on
constraints and preferencg€arbonell & Brown 1988, Deoskar 2004, Jurafsky &
Martin 2000, Lappin 2005, Mitkov 1999). These anwidkd into two classes:
eliminating and preferential (Mitkov 1997). Elimiivag constraints are "eliminating

[features for] discounting certain noun phrasesnfithe set of possible candidates",
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whereas preferential constraints are "prefereffeatures that] give more preference
to certain candidates and less to others" (Mitka®9t 3).

Eliminating constraints include a number of "hardidast" features that
exclude certain Noun Phrases (NPs) from being blessintecedents (Jurafsky &
Martin 2000: 678). The most commonly used elimmgtconstraint is number and
gender agreement. Number agreement is "a categonz# pronouns with respect to
number”; only antecedents that agree in number thighpronoun are accepted as
possible antecedents (Jurafsky & Martin 2000: 6@@nder agreement stipulates that
the antecedent agrees with the gender specifithdoypronoun. That is whyk !
[AsrA}yl (Israel) is the appropriate antecedent4dhA in (4.1).

Ve s Jil oyl (lie ity (4.1)

Transliteration:

IyTAlb EnAn AsrAlyl btgyyr syAsthA

Translation:

Anan asks Israel to change its policy
Although it is important for a practical NLP systeta include a reasonably
comprehensive set of such semantic constraintdy Exical knowledge is usually
"difficult to encode in a comprehensive manner"rgfsky & Martin 2000: 681),
besides being time and effort consuming (Lappins200

Preferential constraints often come to play whanaaaphor is ambiguous
even after applying the eliminating constraints.e¢Bncy”, "grammatical role",
"repeated mention”, "grammatical parallelism” anderb semantics” are all
preferential constraints frequently used in therdéiture of AR (Jurafsky & Martin
2000: 681-694). The following lines specificallyctes on recency which is used for

the present thesis.
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Most approaches to AR incorporate recency whictihésnotion that entities
introduced in recent utterances are more salieart those introduced in utterances
further back. Therefore, in (4.2) the pronou/ is more likely to refer to-aé sl
IAImwqf (the attitude) than té:% /$y}F/ (something).

@ cad gl Gl dduiay Taas Gl (5 glaghall 2ie (5 5 (4.2)

Add
Transliteration:
/InrY End AIThTAwy $y}A jdydA yDyfh nZryA Aly
Almwqgf Al*y wqftv
Translation:
We see that Al-Tahtawy has something new that he
theoretically adds to his attitude

In brief, the type of the AR approach is determir@d the basis of the
knowledge incorporated in the algorithm. Discourased, syntax-based, corpus-
based and hybrid are all AR approaches that shaees nsain concept which is

constraints and preferences. The following subsestielaborate on hybrid and

corpus-based approaches discussing their main ppbatknowledge-poor AR.
4.2 Knowledge-Poor AR Approaches

Knowledge-poor AR approaches rely on the inputuest which can be
identified without reference to deep semantic/sytitainformation or detailed real-
world knowledge (Lappin 2005). The attempt to avthé labor-intensive task of
developing knowledge bases and the need to deWwalgdanguage-independent and
potentially robust systems are the main motivatiterssuch approaches (Mitkov
1998, Deoskar 2004). Moreover, relying on knowledger approaches might speed

up a given system, because not too much preprogeissiequired (Lappin 2005).
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However, such approaches undergo the problem olress efficiency and
coverage (Lappin 2005). Moreover, one opinion agjakmowledge-poor approaches
is that they are genre-specific, since they wemieg to restricted texts only (Lappin
2005). Nevertheless, there are many attempts tly dpgm to unrestricted texts like
Sandra et al. (1996) who try a shallow syntactyebised technique to AR within the
context of Information Extraction (IE) and Text Swarization (TS). Their study
mainly focuses on English and achieves 61% accur@cyilarly, Baldwin (1997)
applies the same approach to narrative texts acigi®&d% accuracy.

Other researchers like Deoskar (2004) think thas itunfair" to compare
between knowledge-rich and knowledge-poor appraafdeoskar 2004: 10). This is
because the former usually use manually preprodesgeit data, whereas the latter
are usually end-to-end systems that automate adl pineprocessing stages;
inaccuracies in the preprocessing stage lead tvarall reduction in the performance
of a system. Examples on knowledge-poor approaehesgiven in the following
subsections:

4.2.1 William et al. (1996)

One of the early attempts of knowledge-poor apgreads that of Williams et
al. (1996). They develop a syntactic, rule-basestiesy to handle AR in the context of
TS and IE. Their system works on unrestricted Ehgtexts which belong to a vast
number of genres, achieving 76% accuracy. TheyauB®S statistical tagger, an NP
shallow parser, a set of rules and knowledge-basesames, titles and general

knowledge. Their system resolves pronominal anthidiefNP anaphora types.
4.2.2 Kennedy and Boguraev (1996)

Kennedy and Boguraev's (1996) system does not reequidepth or full

syntactic parsing, because it works on the outpat BOS tagger, enriched only with
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annotations of the grammatical functions of thadalxitems in the input text. After
the morphological and syntactic filters are applidte remaining set of candidate
antecedents is subjected to the preferential cainstrof recency and grammatical
parallelism. The candidate with highest salienceglates determined to be the actual
antecedent; in the event of a tie, the closestidatelis chosen. The approach works
for both lexical anaphors (reflexives and reciplecaand pronouns. Evaluation
involves a random selection of genres, includingespr releases, product
announcements, news stories, magazine articles,otlvel documents existing on

World Wide Web (WWW) pages. Their system report&ccuracy.

4.2.3 Baldwin's COGNIAC (1997)

CogNIAC is a system developed at the UniversityPehnsylvania to resolve
pronouns with limited knowledge and linguistic resmes (Baldwin 1997). The
system requires sentence detection, POS taggimplesiNP recognition and basic
semantic category information for the preprocesgihgse. CogNIAC is built on the
following core rules (Baldwin 1997: 39-40):

1. Unique in discourse: if there is a single poss#ritecedent in the read-
in portion of the entire discourse, then pick itk antecedent

2. Reflexive: pick the nearest possible antecedetttarread-in portion of
current sentence if the anaphora is a reflexivaqua

3. Unique in current and prior sentence(s): if thexaaisingle possible
antecedent in the prior sentence and the read+itopoof the current
sentence, then pick it as the antecedent

4. Possessive pronoun: if the anaphor is a possgsiveun and there is
a single exact string match of the possessivedrptior sentence, then

pick it as the antecedent
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5. Unique current sentence: if there is a single pbssantecedent the
read-in portion of the current sentence, then ftiek the antecedent
6. If the subject of the prior sentence contains aglsinpossible
antecedent, and the anaphor is the subject ofuitent sentence, then
pick it as the antecedent
7. Pick the most recent: pick the most recent poteatigecedent in the
text
In COGNIAC, pronouns are resolved from left to tigh the text. For each
pronoun, the rules are applied in the presenteeroFr a given rule, if an antecedent
is found, then the appropriate annotations are nadee text and no more rules are
tried for that pronoun, otherwise the next rulérisd. If no rules resolve the pronoun,
then it is left unresolved. The system reports 9@%precision and 64% for recall

(Baldwin 1997).

4.2.4 Mitkov et al. (1998)

The knowledge-poor approach of Mitkov et al. (199%8)one of the most
important approaches, being applied to more thanlamguage — English, Arabic and
Polish — and achieving the highest performance kavever, it is only applied to
technical manuals, which are syntactically anddaby restricted and thus they are
less challenging than unrestricted texts.

The approach takes as an input the output of a ta@ger, identifies the NPs
which precede the anaphor within a distance of @esees backwards, checks
candidates for gender and number agreement and &pphies the so-called
antecedent indicators to the remaining candidayessbigning a positive or negative

score. The NP with the highest aggregate scorooged as antecedent.
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The core of the approach lies in activating the ieoglly-based antecedent
indicators which play a decisive role in trackingwsh the antecedent from a set of
possible candidates. These indicators are defes&mdefiniteness, givenness,
indicating verbs, lexical reiteration, section hegdpreference, non-prepositional
NPs, relative pronouns, collocations, immediateenazice, sequential instructions,
referential distance and preference of terms.

The approach is evaluated against a corpus of imhmanuals (223
pronouns) and achieved a success rate of 89.7%rfglish, 95.2% for Arabic and

93.3% for Polish.
4.3 Corpus-Based AR Approaches

Corpus-based AR approaches are knowledge-poor agpee that focus more
on probabilities and statistical techniques. They aither unsupervised or semi-

supervised approaches as exemplified in the foligwsubsections.
4.3.1 Dagan and Itai (1990)

Dagan and Itai (1990) performed an experiment solwe references of the
pronounit in sentences randomly selected from the corpug mMiedel uses co-
occurrence patterns observed in the corpus asrengif@ constraints. Candidates for
antecedents are substituted for the anaphor andtboke candidates available in

frequent co-occurrence patterns are approved. fdpEyt an accuracy of 87%.
4.3.2 Ge at al. (1998)

Ge et al. (1998) use a small training corpus froemRenn Wall Street Journal
Treebank marked with coreference resolution. Thietaio an accuracy of 65.3%
using just recency and syntactic constraints. Aftédding word information to the
model — gender, number and animacy — the perforenaises to 75.7%. Adding

information about "mention count” — i.e. the morequent a referent is, the more
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likely it is to be the correct antecedent — impaecuracy to the final value of

84.2%.

4.3.3. Soon et al. (2001)

Soon et al. (2001) develop a system not only farkAit also for the resolution
of all definite descriptions. They use a small d@aterl corpus to obtain training data
to create feature vectors. These training examplesthen given to a machine
learning algorithm to build a classifier and a demi-tree-based algorithm. Their
system is an end-to-end system which includes seatsegmentation, POS tagging,
morphological processing, NP identification and artit class determination.

Their feature vector consists of twelve featuremthcate the type of the NP,
to capture the distance between an anaphoric Nitsandreferent and to handle such
features as gender, number, location, time, dateegna. etc. The algorithm achieves

a recall rate of 58.6%, precision of 67.3% and andasure of 62.6%.
4.3.4 Ng and Cardie (2002)

Ng and Cardie (2002) try to make up for the lacklinguistically-based
features in Soon et al. (2001) and add syntacticlaxical features. As a result, their
system achieves a performance rate of 70.4%.

4.3.5 Uryupina (2006)

Uryupina (2006) investigates the usability of lirgjically-based features for
statistical AR. The linguistic features of simitgri semantic compatibility and
salience are integrated into a statistical modelAle. According to her results, such
features reduce error rate by 19.9%.

4.4 AR Approaches and MT Systems
After reviewing relevant AR approaches to the pmégbesis, the following

lines review their application to MT systems. Aflproaches are applied to a variety
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of languages within the framework of MT, yet nonk tbem is applied to the
Arabic/English MT systems to the best of the redear's knowledge.

As cited in Mitkov (1999), discourse-based AR agmhes that rely on the
Discourse Representation Theory (DRT) and the Bopdiheory were applied to an
English/Japanese MT system (Wada 1990) and andbighinese MT system (Chen
1992). Statistical, corpus-based approaches apeapiglied to Japanese/English MT
systems to resolve Japanese zero pronouns, ustig semantic preferences as
conjunctions and verbal semantic attributes tordetee intrasentential antecedents of
Japanese zero anaphors with a success rate of [ 98Raifva et al. 1995). Similarly,
Preul} et al. (1994) work on a statistically-bas&approach for the English/German
MT system KIT-FAST, making use of proximity, bindinparallelism and conceptual
consistency. In spite of these studies, none iBaapio Arabic/English MT systems.

4.5 Conclusion

This chapter briefly outlines AR approaches. Ituges on knowledge-poor
and statistical, corpus-based approaches whicHiagetly related to the proposed AR
algorithm. Both approaches rely on the least ablalanorphological, syntactic and/or
lexical knowledge. However, corpus-based approachige more attention to

probabilities and statistical techniques than thewldedge-poor ones.
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Part Three

Corpus Preprocessing
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3.1 Introduction

This part handles the corpus preprocessing phatieee chapters. The first
two chapters provide the theoretical backgroundhef corpus preprocessing tasks
used in Arabic NLP in general and Arabic AR in madar. The first chapter deals
with such general corpus preprocessing tasks astymtion markers, numbers, Out-
Of-Vocabulary (OOV) words, diacritics, normalizatio code-switching and the
required level of word analysis. The second chapiawever, deals with more Arabic
AR-specific corpus preprocessing tasks such ag Btgmming, semantic features
acquisition and non-pleonastic pronouns identiiicatBoth chapters set a theoretical
framework for the corpus preprocessing tasks usdael present thesis.

The last chapter of this part elaborates on theareber's methodology in
handling all required corpus preprocessing tasksaddition to using off-the-shelf
tools such as tokenizers and POS taggers, thercbseadevelops an Arabic AR-
specific tokenization scheme and a set of speom@ktto handle semantic features
acquisition and non- pleonastic pronouns identifice Each of these points is

detailed in the following chapters.
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Chapter Five

The Tokenization Scheme
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5.1 Introduction

In Computational Linguistics (CL), the tokenizatieoheme determines what
type of units is to be preprocessed and then stduintiv the algorithm as input. In this
sense, tokenization is defined as "the identifaratof orthographically valid string
units that can be submitted ... for analysis" (Budkeva2002: 3). In other words,
tokenization is the initial "preprocessing stephcerned with "identifying the basic
units to be processed" (Webster and Ku 1992: 1106).

Identifying such units relies mainly on the tasknsidered; they might be
single words, phrases, complete sentences, oridvens and fixed expressions. That
is why Habash (2005) emphasizes that there is mosimgle possible or obvious
tokenization scheme. Moreover, he defines a tolkioiz scheme as "an analytical
tool devised by the researcher" so as to servhdrisésearch purposes (Habash 2005:
578).

Many issues are considered in a tokenization sch&ueh issues include
punctuation markers, numbers, unknown words, diesyi normalization, code-
switching and the required level of word analy3ise subsequent sections illustrate

how each point is dealt with in Arabic CL.
5.2 Punctuation Markers

According to Jurafsky and Martin (2000), dealinghapunctuation markers as
words depends on the task and on how much infoomauch markers give to the
task under study. There are tasks such as granmtmeakiag, spelling-error detection,
author identification and POS tagging where purtcinais counted as words, yet
there are other tasks that discards the existehpenctuation markers such as Word

Sense Disambiguation (WSD).
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According to Badawi et al. (2004), written Modertaiglard Arabic (MSA)
adopts and adapts Western punctuation. HowevetM 34, unlike English, the
positioning of punctuation is determined more bgtohical and acoustic factors than
by the content of the phrases and sentences. Qoersihg Badawi et al. (2004) state
that punctuation markers in MSA texts are usualtpnsistent.

Chalabi (2001: 518) emphasizes that "[a] majobjam faced in handling
Arabic computationally is the rare use of punctwatmarkers" in most of current
available corpora. The same idea is emphasizedlibfl893: 25), as he states that
"punctuation in English follows strict rules [bufjrabic punctuation is much more
flexible, and its usage is rather discretional".

Studies in Arabic Natural Language Processing (ANhdée two approaches
to handle punctuation markers. First, in the cémse the used corpus has a rather
systematic punctuation system; punctuation mar&exsseparated and used as words,
phrases or sentences delimiters (Larkey and Co208I2, Sadat and Habash 2006
among others). Second, in the case that the usegusoinconsistently uses
punctuation markers, they are completely removenh fthe corpus (Sarkar and Roeck
2004 among others).

To sum up, keeping or removing punctuation markksgends on the used

corpus, on how much information these markers peand on the task under study.
5.3 Numbers

Like punctuation markers, keeping or removing narsbdepends on the
studied task and the information they provide. Lik@nctuation markers, ANLP
studies either remove or keep numbers as delimikdisja (2001) and Sarkar and
Roeck (2004) remove them, whereas Sadat and H&P@86&) use them to mark word

boundaries. One of the few studies that develoggfarent approach to deal with
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numbers is that of Nelken and Shieber (2005). THwyalize numbers to one single

tag, namely "NUM".
5.4 Out-Of-Vocabulary (OOV) Words

Out-Of-Vocabulary (OOV) words — also known as "ualgmed words" — are
"the words that receive no analysis from the molgiioal analyzer" (Habash 2005:
576). OOV words are a problem frequently encoundt@réANLP.

Khoja (2001) encounters the same problem whiledmgl her Arabic Part-Of-
Speech Tagger (APT). Up to 21% of the words in testing corpora = 85,000
tokens extracted from different Arabic newspaperare- OOV words. Out of such
OOV words, 67% are foreign proper nouns. Thus KH@f201) decides to tag all
OOV words as nouns. Unlike Khoja (2001), OOV woidsHabash (2005) are
removed being only 0.5% of the testing corpora. Elsv, Habash (2005) agree with
Khoja (2001) that OOV words are frequently propeums. Unlike Khoja (2001) and
Habash (2005), Diab et al. (2004) treat OOV woikls Any other tag giving them
their own probabilities on the basis of their esxiste in the training corpora. In Diab
et al.'s (2004) POS tagger, OOV words are tagg@®CHINC (i.e. No Function).

5.5 Diacritics

Diacritics are the short disambiguating vowels usedritten Arabic (Badawi
et al. 2004). They include the following short vdsvg—) 4=l /AlftHp/ (Fatehg,
(=) 3~ JAlksrp' (Kaserah), (—) el /AIDmp (Dammel, (—) osSed) /Alskwrl
(Skun and(—) 32401 JAI$dE (Shaddalh However, one of the main characteristics of
written MSA is the absence of diacritics (Badawr3p

The absence of diacritics has two effects on MS@dus the written media
language. First, it results in augmenting ambiguitgth syntactic and lexical. For

example, the non-diacriticized:s /kth/ can be read asX /katab (he wrote), as~X
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/kutubl (books),—X /kat~ali (he dictated), or as=S /kutit/ (it was written) (Chalabi
2001, Beesley 2001, Sadat and Habash 2006 amoeigpth
Moreover, Badawi (1973) states that the absencdiadfritics in MSA has
resulted in "fixing word order since syntactic-setna relationships between words
cannot be deduced without diacritics" (Badawi 19¥85). In Arabic, the subject is
always in the nominative case, which is markedhm gingular word forms with the
diacritic (—) “=ll JAIDmp (Dammel, and the object is always in the accusative
case, marked in singular word forms with-§ <=3l /AlftHp/ (Fatehg. As a result, in
Arabic the object can precede the subject, beiagritically marked as in (5.1).
) e i (5.1)
Transliteration :
/Drb glAmahu zydu
Translation:
Hit his boy Zeid = Zeid hit his boy
However, due to the absence of diacritics in MSArdwrder tends to be rather fixed
(Badawi 1973).
Due to the absence of diacritics in most of writs8A texts, many studies in
ANLP decide to remove them such as Abdelali (2088dat and Habash (2006) and

Nwesri et al. (2007) among others.
5.6 The Level of Word Analysis

Generally speaking, there are two levels of wordlyamis in ANLP: the root

and the stem. According to Darwish and Oard (200@)root is the linguistic unit of

' This is an archaic example adopted from Hassan9)19bhe reason of using such an archaic
example is the fact that such structures do nat @xiwritten MSA due to the absence of diacritics.
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meaning, which has no prefixes, suffixes or infixashereas a stem is the
morphological base of a word to which affixes caraltached to form derivatives.
There is almost a consensus in ANLP applicationat tthe root is
"semantically too ambiguous to be practically usefidabash 2004: 1). For instance,
the root of:¥ sl />wlAd/ (sons/ children) is the tri-consonantal weid /wld/, out of
which many words with different lexical meaningsdasyntactic categories can be
derived as illustrated in diagram (4). As a resuliny ANLP studies such as (Larkey
et al. 2002 among others) use the lightly stemmeabi& word form, given that it is

less ambiguous than the root.

A5 jwalad (a boy, sing. n.)

<l /a0 fwulid/ wulidat' (was born, pass. v.)
<l jwaladaf (she gave birth to, past v.)

A5 /waAlid/ (a father/ a parent, sing. n.)

33V /waAlidap (a mother, sing. n.)

s jwalyid/ (newly born, adj./ a baby, sing. n.)
A5 tawaAlud (generating, sing. n.)

¥'s« /mawolid (birthday, sing. n.)

e /miylaAd (birthday, sing. n.)

Diagram (4): Different Derivations from the Arahioot /s /wld/
Light stemming, when applied to Arabic, refershe tprocess of stripping off
a small set of prefixes and/or suffixes, withoyirtg to deal with infixes, or recognize
patterns and find roots" (Larkey 2002: 276). Thecpss involves stripping off "a rich
system of affixation and clitics" (Habash and Ramb@005: 573), which is
summarized in table (5.1). An Arabic word may h&ve 2 proclitics and < 1

enclitics.
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Arabic Clitics
Proclitics Enclitics
The Proclitic The Proclitic Type The Enclitic The Enclitic Type
15 singular person
JVIAI (the) Definite Article < Iyl (my)
pronoun
1% plural person
- /bl (by/with) Preposition L /nA/ (welus/our) P P
pronoun
2" dual person
< /k/ (as) Preposition LS /kmA (you/your) P
pronoun
N 2" plural masculine
A/ (for/to) Preposition &S /km' (youl/your)
person pronoun
2" plural feminine
s /wl (and) Conjunction oS /kr/ (youlyour)
person pronoun
3 singular masculine
2 /f/ (so/then) Conjunction s /n/ (him/his)
person pronoun
WwhAY (her/hers) 3 singular masculine
er/hers
person pronoun
La/hmA 3% dual person
(they/them/their/theirs) pronoun
a fhm 37 plural masculine
(they/them/their/theirs) person pronoun
o Thry 3 plural feminine
(they/them/their/theirs) person pronoun

Table (5.1): Arabic Affixation System

5.7 Normalization

Spelling Normalization — also known as orthographarmalization (Sadat
and Habash 2006) — conflates orthographic variatithsually, spelling normalization
is the solution for the inconsistency of the corpisslf. Three letters pose problems in
Arabic orthographyalef, ya' andteh marbuta(Larkey et al. 2002 and Xu et al. 2002
among other names).

As for the letter alef, Buckwalter (2004) shows that there are many
orthographic variations ddlef such as the writing (or the omission)h@mzaabove

or belowalef in stem-initial position, the writing (or the orsien) of maddaon alef
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also in stem-initial position and the relativelgdrinterchange of stem-initiabmza
abovealef andhamzabelow alef. Moreover, the use dfare alefwithout maddaor
hamzainstead of all such variations is quiet common.

Although Arabic poses rather strict rules on wgtialef and hamza MSA
newspapers and newswire do not seem to follow sulels (Buckwalter 2004). This
is revealed in the variation @flef in Al-Ahram Newspapert-or instance, the word
Wil is frequently written with dare alefaslilaul /AsbAnyA/(Spain), and equally it
is written askile />sbAnyA/ (Spain) with ahamza above alefHowever, a less
frequent spelling &l /<sbAnyA/(Spain) with ehamza below alef

Different ANLP tools have different methods to deéh the normalization of
alef. For instance, Buckwalter's (2002) AraMorph treiatstances ohamzaabove
alef andhamza belovalef as they occur in the corpus; that is, if the wisravritten
with ahamzaabovealefit is given only the analyses relevant to suclalahvariation
and no alternatives of thadef are introduced. The same thing happens when thé wo
is written with hamzabelow alef, only relevant analyses are given. However, when
the word is written with either hare alefor madda on alefthe analyzer gives the
word all its possible analyses, taking into constlen all possible orthographic
variations ofalef. Thus the word is analyzed in three different wagsif written with
a hamzaabovealef, and then analyzed again as if written withaanza below alef
and finally as if written with &are alef

In some systems (e.g. Diab et al. 2004), the noratadn of alef is not a
problem since the POS tagger follows a statistaggdroach. Other ANLP systems
chose to normalize all variations afef to the bare alef(Sadat and Habash 2006

among others).
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As for ya', there are two variations: the dottgal s /y/ and the non-dottega’
« 1Y/ known asalef magsuraSeemingly, Arabic newswire does not consider sauch
difference, although the two letters are completi#fferent in the Arabic alphabet.
Thus it is likely to find typologically incorrectovds such as-« /mty (when) and—~
[Hty/ (until) in Al-Ahram Newspapealthough they are correctly written @& /mtY
and i~ /HtY/. As a result of such variations, ANLP studiesidggfly normalizeya'
just like alef (Khoja 2001, Sadat and Habash 2006 among othguskwalter (2002),
however, chooses to give his system a Second-Lookup

In Buckwalter's (2002) Second Lookup, the wordskled up according to the
form in which it is written; whether this form entdsya' or alef magsuralf the first
look up does not yield any results, @ is converted int@alef maqsuraor vice versa,
and the word is looked up again.

5.8 Concatenation

According to Buckwalter (2004), concatenations rame-on words. The most
frequent in Arabic newswire is the combinationsfugiction wordsla and ma with
perfect or imperfect verbs such @s-¥ /IAyzAl (still), J' ) /mAzAI (still) and with
nouns such as =Y /IASK (no doubt) and=¥ /IAbud (definitely). Moreover, proper
nouns, especially those involving the wesd /Ebd/like 4&'xe /EbdAIIN and_<lllxne
/EbdAInAst are written either separately or in concatenédeus.

Such words do not pose a problem for ANLP toolackBvalter's (2002)
AraMorph handles them however they are writterthdy are written separately, it
deals with each word separately giving it a sepaRDS tag and morphological
analysis; if they are written in the concatenatadif then they are given a single POS
tag and one morphological analysis as a proper.ndoneover, Diab et al.'s (2004)

tools are statistically developed and thus theyleathe corpus however it is written.
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5.9 Code-Switching

According to Bussmann (1996), code-switching is #watch of language
varieties within communicative situations, whetheronolingual, bilingual or
multilingual. Code-switching is used to mark redaships, signal status and situation,
deference and intimacy. Using slang and Classicabi& words in Al-Ahram
Newspaperwhose main language variety is MSA, is considemnednstance of code-
switching. Sometimes slang words or classical @mesised to mark informality or to
enforce formality, respectively.

There is a kind of intersection between MSA andglan one hand, and
between MSA and Classical Arabic on the other h&hang is characterized by "the
innovative use of common vocabulary” (Bussmann 14998). Badawi (1973) states
that MSA is relatively affected by Classical Arabiderefore, it is rather expected to
find common vocabulary between the three languageetes of MSA, slang and
Classical Arabic. Such intersection makes slang @tabsical Arabic vocabulary
difficult to be distinguished from MSA vocabularfor instance, the wortkclw
[SAEthA in (5.2) is slang meaning 'at that time' but #3f it is an MSA word
meaning 'her watch'.

ST ol sl 138 s el o a8 L i) 1) (5.2)
Transliteration:
/<*A AntSrnA fy AlHrb sAEthA snHb h*A AlwTn >Kvr
Translation:
If we won the war then, we would love this home enor
Lol 2 i o pal el (5.3)
Transliteration:

/AStTAEt >xyrA >n tstrd SAEthHA
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Translation:

She could finally get her watch back
5.10 Summary
In the previous sections the researcher tried ésgnt a brief review of the
main points that are tackled in a tokenization swhe Such a review sets the
theoretical background for some decisions discussetapter 7 which deals with the

tokenization scheme used for the present thesis.
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Chapter Six

Corpus Preprocessing Tasks
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6.1 Introduction

A real-world AR algorithm vitally relies on the &ffency of such
preprocessing tools as: POS taggers, morphologitalyzers, NP chunkers, parsers
... etc. in order to analyze its input. Inaccunateprocessing leads to a "drop" in the
performance of the algorithm however accurate ighnhibe (Mitkov 2001: 111).
Inaccuracy is not the only problem of such prepsstowy tasks, but for some
languages such as Arabic they might not be eveitahla

As for "AR task-specific preprocessing tools", Isuas non-pleonastic
pronouns identifiers and animacy and gender taggéesy usually receive less
attention than such aforementioned "standard peegsing tools" which are
constantly developed and improved (Mitkov 2001:)1THhat is why the performance
of such AR task-specific preprocessing tools i '$ar from ideal” (Mitkov 2001:
114).

As far as the Arabic language is concerned, pogsging problems are more
complicated. This is because such AR task-spedqiieprocessing tools are
unavailable. Moreover, the performance of suchdseth preprocessing tools as POS
taggers, morphological analyzers and parsers igffiotent (Khoja 2001, Buckwalter
2002, Onaizan and Knight. 2002, Diab et al. 2004 Habash and Rambow 2005
among others).

As a result of the above limitations, in terms @gprocessing tools, the
majority of AR algorithms do not operate in a fulytomatic mode (Mitkov 2001).
human intervention can be on a large-scale as enntlanual stimulation of the
approach itself or on a smaller-scale as in thesadere the evaluation samples are
manually stripped of non-pleonastic pronouns (Dagad Itai 1990, Kennedy and

Boguraev 1996); where the output of the POS taggdrthe NP chunker is manually
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post-edited (Mitkov 1998) or where the output of fharser is manually corrected as
in Lappin and Leass (1994).

To sum up, AR preprocessing handles a number afesssncluding:
tokenization, POS tagging, semantic features attguis non-pleonastic pronouns
identification, named-entity recognition and NP wking. The success of an AR
algorithm largely depends on the accuracy of thepmcessing tools and their
availability in the first place. For some languatjks Arabic, which is known for its
scarce NLP tools and resources (Diab et al. 20@4)y of such preprocessing tools
either do not exist or their performance still ree¢d be largely improved (Habash
2007). Each of the following subsections providese@ew of literature for each

preprocessing tool in terms of the target languagmely Arabic.
6.2 Tokenization (Light Stemming)

In general, stemming equates or conflates varamg of the same word into
equivalent classes. When applied to Araliight stemmingrefers to a process of
stripping of a set of prefixes and suffixes (i.btias)?* without trying to deal with
infixes or recognize patterns and roots (Larkegle002). There are many Arabic
stemmers/tokenizers used for different NLP taskbaiNollows is a brief review of

some of the freely available Arabic stemmers/tokers.

6.2.1 Some Current Arabic Stemmers/Tokenizers

6.2.1.1 Khoja (2001)

While building her Arabic Part-of-Speech Tagger TAP Khoja (2001)
develops her own stemmer which achieves an accuaseyf 97% using a dictionary
of 4,748 trilateral and quadrilateral roots. Acdogdto Khoja's (2001), her stemmer

has two main problems which lower its performarféiest, some of the letters that

2L See table (5.1) for a list of Arabic clitics.
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appear to be affixes are in fact parts of the worlsother problem is with the
adjustment rules; that is, some letters may chaagether letters when an affix is

added, thus the letters should be changed wheaffikes removed.
6.2.1.2 Diab et al. (2004)

Diab et al. (2004) develop a Support Vector Macl{®éM) tokenizer, which
is one of the most widely used Arabic tokenizersgpdreely available and highly
accurate. SVMs are supervised learning algorithinag tely on annotated training
data, taken — in Diab et al. (2004) — from the AgabreeBank®. Tested on Arabic
TreeBanks themselves, the tokenizer achieves aredsumed performance rate of

99.12%

6.3 POS Tagging

POS tagging is the process of assigning a labein(fa set of POS tags) to
each token encountered (Burch and Osborne 2008)eTdre different approaches for
POS tagging and many Arabic POS taggers. Howewere tare some difficulties.

One main problem for Arabic POS taggers is ambygu+ lexical,
morphological and syntactic ambiguity. Such amhiguesults from the absence of
disambiguating diacritics in written Modern Stardl#®rabic (MSA) (Badawi et al.
2004, Freeman 2001, Habash 2004) and the Arabic aystem of affixation and
clitics (Habash 2004). When POS taggers are usednastermediate phase for
another task, which is the case in AR algorithnrmsbiguity will be a real problem.
The following subsections illustrate some currenalAc POS taggers and how they

deal with ambiguity.

22 Arabic Penn TreeBank 1 (v2.0) is a MSA corpus doitig Agence France Presse (AFP) newswire
articles ranging from July through November of 200Me corpus comprises 734 news articles
covering various topics such as sports, politiesys) etc (Diab et al. 2004).
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6.3.1 Some Current Arabic POS Taggers

6.3.1.1 Khoja's (2001) APT

Khoja (2001) develops a hybrid Arabic POS Tagdd?T), using statistical
and rule-based techniques. She depends — whether miles or in her tagset — on the
traditional Arabic grammatical theory not on Indor&pean based rules and tagsets.
The tagger is trained on 50,000 MSA words extractiesn Al-Jazirah Saudi
Newspapein order to build a lexicon of 9,986 lightly-sterachword types.

As for POS disambiguation, APT follows a statidt@pproach making use of
two probabilities: the "lexical probability” whidls "the probability of a word having
a certain tag" and the "contextual probability" @hiis "the probability of one tag
following another" (Khoja 2001: 5). For instancentextual probabilities, trained on
the previously mentioned training corpus, show that probability of a verb being
followed by a noun is 92.6% which is higher thaa firobability of having a noun
followed by another noun (7.11%). Measured on aodug words, the
disambiguation procedure achieves an accuracyf&@% (Khoja 2001).

APT vyields 90% accuracy because the lexicon doesaver all possible tags
of some words (Khoja 2001) due to the small tragnset. For instancep_~ /hrg/
(guards/ he guarded) appears in the training coasua noun meaning (guards) but
not as a verb meaning (he guarded). Khoja (2004¢ests adding the missed tags
manually or using a larger training corpus. Howewdnoja's (2001) APT has one
important advantage that is not realized in othexbic POS taggers: it tags semantic

features.
6.3.1.2 Buckwalter's (2002) AraMorph

AraMorph is a sophisticated rule-based POS tagget mnorphological

analyzer developed by Buckwalter (2002). It usesoacatenative lexicon-driven
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approach where morphotactics and orthographic rales built directly into the
lexicon itself. In spite of being a widely used P@§ger and morphological analyzer,
there are no reported results about its performeates.

The system consists of three components: the lexib@ compatibility tables
and the analysis engine. The lexicon consistsrettparts: a prefixes lexicon, a stems
lexicon and a suffixes lexicon. The compatibilipokes specify which morphological
categories are allowed to co-occline analysis algorithm is rather simple since &ll o
the hard decisions are coded in the lexicon anddhgpatibility table

AraMorph tags the morphologically-marked semangiatdires. For instance,
the suffix & JAY is encliticized to plural, feminine nouns anddhthe Arabic noun
<Lus /ktAbATL (writings) is tagged by AraMorph as NOUN, FEM aRd. The same
thing goes for other indicative suffixes like/p/ which usually indicates feminine,
singular nouns ands /wr/ that indicates masculine, plural nouns (Hassa®9,19
Alhashemy 2000). However, if the word is not ategtio any indicative suffixes like
u=d [$mg (sun: a feminine word in Arabic), it is not tagger any semantic features.

One main problem with AraMorph is that of ambiguitihe system does not
contain a POS disambiguation module and thus deenall possible analyses of a
given word. Having 135 distinct morphological lahethe system might give up to
ten POS tags for a single word. This makes it rafiteblematic when used as an
intermediate phase for more complicated NLP taBks.example, while using it to
create Arabic Penn TreeBank 1 (v2.0), the corr€x® Pag is manually chosen (Diab
et al. 2004); and this is an expensive process.sahee problem might encounter any

AR algorithm that uses AraMorph.
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6.3.1.3 Diab et al. (2004)

Diab et al. (2004) develop a Support Vector Maeh{8VM) approach to
automatically tokenize, POS tag and annotate baseses in Arabic texts. SVM is a
supervised learning approach that has the advamtageing robust where it can
handle a large number of (overlapping) featuresbfrPenn TreeBank 1 (v2.0) is the
corpus used by Diab et al. (2004) as a trainingousr According to standard
evaluation metrics, the SVM-POS tagger achieveacanracy rate of 95.49%, given
that it handles the problem of ambiguity statidljchased on the probabilities of the
training corpus.

Diab et al. (2004) show that 50% of the errors entered result from
confusing nouns with adjectives or vice versa. Tiit be expected because of the
inconsistencies of the training data. For examiple wordUnitedin United States of
America or United Nationsis randomly tagged as a noun, or an adjective & th
training data.

According to Diab et al. (2004), the results of tB¥M-POS tagger are
comparable to the state-of-the-art results of EBhgtexts when trained on similar-
sized data. However, it does not tag semantic featwsince it annotates the
segmented words, resulting from the tokenizatiordu® using the Arabic Penn
TreeBank POS tagset that does not include semtadtares. The absence of such
features affects some higher NLP applications siscAR.

Thus in the previous lines, some Arabic POS tagges reviewed. There are
two reasons for choosing these taggers among oftlirsis they are among the most
recent taggers; second, they are almost the omljadle ones for public use. Khoja's
(2001) has a low coverage rate, yet it tags semégdtures. Buckwalter's (2002) is a

morphological analyzer whose main task is to pre\ad possible analyses of a given
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word. Finally, Diab et al.'s (2004) is the highestperformance, yet it does not tag

semantic features that are basic features forioeiaP tasks such as AR.
6.4 Semantic Features Acquisition (SFA)

The semantic features of gender, number and ediigrare important for two
reasons. First, they are among the main differeteds/een English and Arabic
pronominal systerdd Due to such differences, some current MT systpoly
handle AR as in (6.1) where two of the current MEtems — Sakhr and Google —
mistranslate the pronown/hA/ (she/her).

- Costaly Lelee (i Ll G 1 45 8 500l s sa (6.1)
Transliteration:
/SrHt Alsydp grynp Alr}ys b>nhA stkvf EmIhA bAItEAwn
Sakhr's Translation:
The Mrs. announced the president's wife thtatwill
intensifyits work in cooperation with ...
Google's Translation:
Mrs. Suzanne Mubarak, the President stated thatillit
intensify its collaboration...

Second, such features are one of the most widelgt semantic constraints in
the literature of AR (Jurafsky and Martin 2000, Mitkov 1998, Williamsas. 1996,
Kennedy and Boguraev 1996 among others). Even \pugghtactic approaches
(Lappin and Leass 1994), statistical approachesgdBbaand Itai 1990) and

knowledge-poor ones (Mitkov 1998) make use of th&his thesis is no exception:

% See section 3.4 about the differences betweenid@eatnl English pronominal systems and their
effect on the performance of some current MT system

% See section 4.1 about using number and genderragreas filters for candidate antecedents in AR
algorithms.
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the semantic features of gender, number and rditipreae also used as semantic
constraints.

However, such basic semantic features are not ¢oNyered by current Arabic
POS taggers. As mentioned in section (6.3), curirabic POS taggers and
morphological analyzers either avoid them compjeli&e Diab et al. (2004) or tag
them only in the case that they are morphologicaléyrked like Buckwalter (2002).
Even the taggers that tag such semantic featlke¥&hoja's (2001) do not have good
performance rates. Consequently, the researcheslapsyan approach to bootstrap

them monolingually and bilingually (see section.3)4
6.5 Non-Pleonastic Pronouns Identification

According to Badawi et al. (2004), Arabic recogsizen-pleonastic pronouns
which are non-anaphoric pronouns that are usualysible in translation. One
example of non-pleonastic pronouns, according tdaBa et al. (2004) is (6.2) where
the pronoun /n/ (he/him/his) encliticized to the particlé/>n/ (Indeed) disappears in
the English translation:

dae g p S Sl ) s (6.2)
Transliteration:
[<$Ar >lY <nh tm tklyf fryq Eml
Translation:
He pointed to the fact th#the commissioning of a working
group had been completed.

In Arabic grammar theory, a non-pleonastic pron@mam be a congruent
pronoun, a binding pronoun, an anticipatory pronoanseparating pronoun or a
pronoun encliticized to a verb following a relatpenoun. The "congruent pronoun”

4gliall jen /Dmyr AIm$Abhh (Badawi et al. 2004: 312) is used to separaté
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/Alxbr/ (the predicate) ofewy! ilaall /AljmIp Al<smyp (the nominal sentence) from a
possible demonstrative as in (6.3).
Al a3 s 138 (6.3)
Transliteration:
/h*A hw sr Altgdm Algrby
Translation:

This is the secratf the western progress

The "separating pronourti=dll e /Dmyr AIfSI (Badawi et al. 2004: 342)
as in (7):
el s L gl 0235 53l) il sl (6.4)
Transliteration:
[Almwqf Al*y ytx*h Alr}ysAn hwnmwqf >yjAby
Translation:
The stance which the two presidents are taking ..a is
positive one
The "anticipatory pronounitidl s /Dmyr Al$>n (Badawi et al. 2004:
337) is encliticized to a nominal sentence modifafowed by a verbal sentence
(Badawi et al. 2004: 320). Nominal sentence modifege a set of particles known as
Leit b5 o />n w>xwAthA ("Inna and its sisters”). The set includggc) (Indeed: for
emphasis),»S! (But: for contrast),olS (as if: likeness)d« (perhaps: probability,
expectation and hope) andd (wish: for wishing). One example of anticipatory

pronouns is:
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Sl bl 581 e e 585l G S ALiall A el 8 4l ST (6.5)
Transliteration:
/>kd >nh fy AlmrHIp Almgblp sykwn Altrkyz EIY mrAkz
AlTb AlwgA}y
Translation:
He stressed the fact thiat the next stage the concentration
would be on preventative medical centers
The "binding pronoun: ! e /Dmyr AlrbT (Badawi et al. 2004: 327) is
used to bindilall ,all JAlxbr Aljmig/ (the compound predicate) of the nominal
sentence to its topitixll /Almbtd>. The compound predicate can be a nominal, a
verbal or a prepositional phrase as in the follgwin
95k G sale 700 40 Allall 0 323 s (6.6)
Transliteration:
/hl tErf >n AIEAIM bh 700 mlywn syArp
Translation:
Do you know that there are 700 million cars inwWuld?
Sl sa e Lega) 55 digall 028 (6.7)
Transliteration:
/h*h Almhnp twAjhhAEdp SEwbAt
Translation:
A number of difficulties face this profession
oo s Leens e 500 305491 ulall (6.8)
Transliteration:

[AITbybp Al>mrykyp |IAybdw EIY wjhhAy tEbyr/
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Translation:
No expression shows on the American doctor's face
Finally, a non-pleonastic pronoun can be the pranencliticized to a verb after a
relative pronoun as in (6.9) (Badawi et al. 2008t 4
o el s Al b all (6.9)
Transliteration:
IAISEwbALt Alty wAjhhA
Translation:
The difficulties he faced
As for the purposes of this study, congruent aegasating pronouns are
irrelevant; the thesis focuses on enclitic pronowitereas these pronouns are usually
separate. The only kind of regularity that can bmputationally implemented is the
pronouns encliticized to verbs after a relativenoum.
To the best of the researcher's knowledge, no quswstudies address Arabic
non-pleonastic pronouns identification. Even stadibat deal with Arabic AR

(Mitkov 1998) discard such a point.
6.6 Summary

Anaphora Resolution (AR) requires many preprocgssiools such as
tokenization, POS tagging, Semantic Features Atouns(SFA) and non-pleonastic
pronouns identification. Previous parts give afomwiew of literature for such tools

in terms of Arabic NLP in general.
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Chapter Seven

Corpus Preprocessing Methodology
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7.1 Introduction

This chapter deals with the researcher's corpysr@eessing methodology in
terms of the tokenization scheme and the AR-smecidirpus preprocessing tools.
After defining the used corpus, the chapter disesigbe tokenization scheme and
gives details about the decisions being made fah gaint. AR-specific corpus
preprocessing tasks are elaborated afterwards fimsteof methodology and

performance rates.
7.2 Corpus Description and Counting

The used corpus ial-Ahram Newspapeifrom 1998 to 2006 that consists of
42,538 files of various topics such as sports,tipslieconomics ...etc. The language
variety used irAl-Ahram Newspapes the Modern Standard Arabic (MSA), which is
the variety of Arabic used in most written mediaws reporting, and some television
talk shows in the Arabic-speaking world. It has #pecial characteristics that
distinguish it from Classical Arabic. Such charastecs include: preference to NPs,
despite the fact that VPs are also commonly used, the absence of diacritics
(Badawi 1973).

As for corpus counting, thevordform token and type counts are used. The
token count is "the total number of running wondghe corpus ... [where] each word
is counted each time it occurs", whereas the typenttis "the total number of
different words in the corpus [where] each wor@asinted only once irrespective of
how often it occurs” (Olohan 2004: 200). AccordiegJurafsky and Martin (2000),
wordform token and type counts deal with wordshey tappear in the corpus with all
possible affixes and clitics.

Using wordform counting minimizes human efforeeking the corpus as

natural as possible. However, it leads to countindly/ (in), 45 /wfy/ (and in) angkes
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/fyhml (in them) as separate tokens and types, alththeghare different wordforms
of the same stem? /fy/ (in). Nevertheless, this is irrelevant to Anagh®&esolution
(AR). According to Olohan (2004), types and tokedentification and ratio are
important in such studies aiming at author stylentdication, comparing the
vocabulary size of two corpora of the same sizatadranslation studies. Since the
scope of the thesis falls outside such studids,nbt really important if the different
wordforms of the same stem are counted as diffaiens and types. Therefore,
wordform token and type counts are used for cogousiting. AccordinglyAl-Ahram

Newspapecorpus has 2,000,000nvordform tokens ang 971,000wordform types.
7.3 The Tokenization Scheme

As mentioned earlier in chapter 5, a tokenizationese is "an analytical tool
devised by the researcher" so as to serve hisfwgarch purposes (Habash and
Rambow 2005: 578). The main objective of any tokation scheme is to separate
"the input stream into a graph of words" (Grefettetet al. 2005). The following
subsections describe the researcher's tokenizstizeme used to defirthe word' in

the present thesis. This tokenization scheme datis

=

Punctuation Markers.

2. Numbers.

3. Out-Of-Vocabulary (OOV) words.
4. Diacritics.

5. Level of Word Analysis.

6. Normalization.

7. Concatenation.

8. Code-switching.
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Generally, keeping, removing and/or changing anisun the corpus depend
on how much information they give to the AR aldomit Therefore, the present
tokenization scheme is ntthe scheme but scheme that is devised to serve the
purposes of the present thesis.

There are two objectives that the current tokerdnascheme achieves in the
present thesis. These are:

1. Minimizing the number of possible candidate andec¢s. The more specific
the used units are, the fewer candidates the #igorhas and therefore the
easier its task is. However, an important poirti¢daken into consideration is
that minimizing the number of possible candidatessdnot necessarily result
In minimizing ambiguity.

2. Minimizing human intervention so that the corpusle$t as natural as
possible; the less human effort, the more econdmica
The following subsections discuss each point in therent tokenization

scheme, and how they are tackled to achieve thherantioned objectives.

7.3.1 Punctuation Markers

As mentioned in (5.2), keeping or removing punctratmarkers depends on
the type of the used corpus and how much informatiey provide. Run-on lines, in
Al-Ahram Newspaperare frequently used: a complete paragraph mightcantain
any punctuation markers except for a final fullpsto mark the paragraph boundary
as in paragraph (7.1) below:

b Ban Al o jliiely aSall i a1 3G b ) o sl ST (7.1)

el aladl sl 0 o of a4l e an aa sy llda i) Lad
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QS )8 a8 ) Gpdaall AasY ailal) Sl S 5 Ay sha ) sl

25 | alal) oS iy Adleial) (3ilaal) il 4
Transliteration:
Iw>kd AlmsEwdy rfD ngAbp AISHfyyn IIHkm bAEtbArh gAb
jdydp fy gDAyYA Aln$r wTAIb bwDE Hd nhA}y Ih bEd $gl
Alr>y AIEAmM Alymny I$hwr Twylppp wkAn Almktb AldA}m
IAtHAd AISHfyyn AIErb qd qrr t$kyl ljnp ItqSy AIH¥A
AlmtElgp b$>n Hkm Aljld
Translation
Al-Massoudi confirmed that the Syndicate of the raalists
refused the judgment being the first in the histofrpress. He
asked for putting an end for such a judgment thest the main
concern of the Yemeni public opinion for months.eTh
Permanent Bureau of the Arab Journalists’ Unioriestan fact-
finding mission to investigate the judgment.

Some articles, however, show a rather more frequset of punctuation
markers, especially the commas. These articledlysaedong to such subject classes
as economy, politics and sport, where commas agd ts mark phrase and clause
boundaries. However, the use of such punctuatiorkens is not consistent even
within the articles belonging to the same genreragtaphs (7.2) and (7.3) are
extracted from two different economic articles, glety show inconsistency in using
punctuation markers; the commas and the full stopsused in (7.2) to mark every

phrase and sentence boundary, whereas in (7.3pdmmgl full stop is used.

% Al-Ahram Newspapédssue No. 40779
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S-Sl deluall Cle g il dalial 4 ) 5l dalll Crusa j2inl) (7.2)

DSy (Sl s il saen [ 5SA) ) sy (aal Leelaia) JMUA

2l A S el ) () LB AT 52l 55 (5 5) sl 2 ana

el S 8 4 )l wY) A geiil) S g delia B cle 5 55 )

Bala Sl 2 5 Gl G sl a8 Jladhy Aalaldl palaiy)

2o 5 yiall dsa ) el il s aladll

Transliteration:
/AsterDt  Allinp AlwzAryp ImtAbEp Alm$rwEAt AISnAEyp
Alkbryp,p xIAl AtmAEhA >ms bHDwr Aldktwr Hmdy Abiynwzyr
Albtrwlp,p wAldktwr mHmd AlgmrAwy wzyr Aldwlp [I<Agt
AlHrby p,p AlbrAmj Alzmnyp Itnfy* Alm$rwEAt AlISnAfyb
wdrkAt Altnmyp AlAstvmAryp fy kI AImnTqp AIAQtSA&YRASpP
b$mAI grb xlyj Alswysp,pp Hyv tbyn wjwd bdAyAt jAKTT
wAIbrAmj Alzmnyp lIm$rwEAtp
Translation
The follow-up ministerial committee of major projeadiscussed
yesterday in a meeting with Dr. Hamdy Albinby, tkénister of
Petroleum, and Dr. Mohammed Elghamrawy, the Ministé
Military Production, the schedules of the industpeojects, and
the investment companies in the industrial zonéhé north-west
of Suez Cannel. There are serious schemes andusebed

a5 Cre Aa Al s 1A Al il e oyl sia quas (7.3)

pe s A JAll Bl sasd) (B4 paall da ) sall pgnd J sl B Sy il

Fsallall 5 paall 5yl Jalaill sl gl o (g pemall 4giall - ke

% Al-Ahram Newspapéessue No. 40779
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2 a8 pad claill e dy yum (58 Jal s Il A (03 (g
a5l
Transliteration:
/wDE DwADbT Ely AltdfgAt AlmAlyp AldAxlp wAIxArjp mn
wAly mSr wAltryv fy tdAwl >shm AlbwrSp AlmSryp fy
Al>swAg AlxArjyp wEdm TrH Aljnyh AlmSry fy Alwqt
AIHADr IItEAmI AlHr fy Alswg AIEAImypp wmn byn tlk
AIDWADT frD Drybp Ely AKEAmIAt gSyrp Al>jl fy Albsp
Translation:
Controlling internal and external influxes and eaalizing the
exchange of the Egyptian stock market shares iereak
markets and the blocking the Egyptian pound frorae fr
transactions in the international markets ... orfetlese
regulations is the tax of the short-term stock mark
transactions.

As a result of the inconsistency in using the puattbn markers, they are
removed from the corpus even the elongation mark as—-= /bEyd (far) which a
specific punctuation marker for Arabic writings dsdor text highlight and
justification and it does not have any syntactioyphological or semantic indications
(Habash 2005).

7.3.2 Numbers

Arabic cardinal numbers are usually followed byl /AltmyyZz ("the
specification of number"), which is always an NRIdaing the number (Wright
1981: 124). Such specification can be either sergoit plural. Usually, numbeprs10

have a specification that is singular in fobut plural in meaning (Hasan 1999). Such
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a type of specifications is, therefore, referredusing plural pronouns as in (7.4)
where the 8 person plural masculine pronows /hny (them) refers to the singular

word =243 /$xS.

Juibl agin (10 Lad s 60 JE (7.4)

Transliteration:

/qtl 60 $xSANN bynhn»TTAI/

Translation:

60 personsvere killed out of themvere some children
If the number is deleted from (7.4), thé Berson plural pronouges /hm' (them) will
never be resolved as referringtes& /$xS (person) since it is written in the singular
form; the plural form being=\s-iil />$xAS (persons). Thus numbers are the only way
to realize that the singular forms of specificai@ne plural in meaning. As a result,
cardinal numbers in the present thesis are parthef corpus tokens. They are
normalized to the POS tag of NUM to be countedrasword token and type.

It is unnecessary to know the exact value of thenlmer as far as AR is
concerned. If the number equals one, it is unlikelpe found before its specification.
A structure such a& 32l 5 fwAhdp ftAp (one girl) is very unlikely in Arabic; instead
eithersl@ /ftAp/ or saal s 5L /ftAp wAhdp is used. If the number equals two, then it is
also unlikely to be found before its specificatiarhich must be in the dual form as in
oulé ftAtAn (two girls). If the number i$ 10, then it is to be found before its
specification, which is plural in meaning even if Has a singular word form.

Therefore, the NUM tag stands for numberk0.
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7.3.3 Out-Of-Vocabulary (OOV) Words

As mentioned earlier in section (6.3), differentaBic POS taggers have
different strategies to deal with OOV words.ARAhram Newspapecorpus, OOV
words can be divided into different categories.strimn OOV word can be a
misprinted word. For instancg; /mty (when) is frequently written with a fingi'
in Al-Ahram Newspaperalthough it is correctly written witlalef maqsuraas =«
/mtY (when).

The second category of OOV words includes propensc- both Arabic and
foreign. Some nouns might not exist in the traingsg such as some Arabic names
and some of the names of foreign politicians, neseas and so on. For example,
Diab et al.'s (2004) POS tagger is incapable dfitagthe foreign proper noup_x!s
IwAyzmAh (Wiseman) and the Arabic proper nodbme=c /ESmt (Esmat: A
MASC/FEM Arabic proper noun).

Moreover, OOV words can also be out of the languageety which the POS
tagger deals with. Diab et al's (2004) POS taggaisdwith MSA; therefore, slang
words — which are the third category of the OOV ago+ such asisSle /mAkn$ (it
was not) and!s!) /AIWAd (the boy) are tagged as "NOFUN" (i.e. NO FUNCTION

According to Diab et al.'s (2004) POS tagger — Whg the tagger used for
POS tagging in the present thesis 8.5% of the corpus is tagged as NOFUN. Being
relatively small and being possible antecedents i &7.5) below wherg.s /kAbw
(CAABU) is a foreign proper noun of an African onggation, OOV words are not

removed from the corpus.
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G L) Ll pia sl il a2 S o) J A1 (7.5)
Transliteration:
/>qwl <n kAbw rgm >nhA AxtbAr Sgyr f>nhAAxtbAr
dayq
Translation:
| say that CAABU in spite of being a small test, ig a
critical one

7.3.4 Diacritics

As mentioned in section (5.5), diacritics are naally a part of written MSA
(Badawi 1973), which is the main language varigtyAbAhram NewspaperThus

even if there are few examples of diacriticized dgoin the corpus, those are deleted.
7.3.5 The Level of Word Analysis

As mentioned earlier in section (5.6), there ar® twain levels of word
analysis chosen in ANLP: the root and the stem. Stm level of analysis is the one
chosen in the present thesis because it includeis bdormation about gender and
number which is indispensable for AR. For examtiie, stempY¥ sl />wlAd/ (women)
shows that it is a masculine, plural noun. Sucbrmftion is not available for the root

A /wld/ which might be interpreted as a verb (he was )ha@ma noun (a boy).
7.3.6 Normalization

According to section (5.7), two letters are usualtymalized:alef and ya.
Seemingly, it is an orthographic conventionrARAhram Newspapeio end all words
with ya' even if they are originally written withlef maqgsuraas in=~ /Hty/ (until),
which is correctly written ag=~ /HtY/. In the entire, corpus no examples of words
ending inalef magsuraare found. Thuga' is kept as the default in the current

tokenization scheme.
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As for alef, the corpus is inconsistent. For example, the W&rgi />mrykA/
(America) with a hamza above the alé$ found 183 times and&si ! /AmrykA
(America) withbare alefis found 208 times. Such inconsistency leads tonabzing
all alef variations intdbare alef; alef without anyhamza
7.3.7 Concatenation

According to the definition of concatenation men&d in section (5.8), three
frequent categories of concatenated forms are faandl-Ahram concatenated
function words, concatenated proper nouns and ®ligsp concatenations.

Buckwalter (2004) states that the two negativeigag'« /mA and¥ /IA/ tend
to concatenate with the following word. At-Ahram Newspapei70% of such words
are written in a spaced form. Moreover, some id@goccurrences — 3% — are

encountered such ag= ¥ /IAyrtAlY/ (does not doubt) and >~ /mAygry (what is

going on).

The Word | The Form | Time of Occurrences

Jisk Concatenated 1

BB Spaced 2

Jisy Concatenated 1

Jisy Spaced 1

<l Y Concatenated 1

Yy Concatenated 1
iR — No instances found

Table (7.1): Concatenations of la and ma

The problem posed by writing these words in twitedent ways is that spaced
words will be handled as two separate tokens/typed,the concatenated form as a

third different token/type. For the same reasonstioeed at the beginning of this
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chapter, token-type ratio is out of the concernghefpresent thesis, thus spaced and
concatenated forms & andmaare left as they are.

As for concatenated proper nouns, Buckwalter (20@dfices that names
starting with~= /Abd tend to concatenate with the following name ag:iallxec
/AbdAIEZym (A male masculine name in Arabic). In Arabic, $aeare compound
names that consist of the wotdbd (the servant of) and one of God's holy hames in
Islam. Another category of concatenated proper adound inAl-Ahram Newspaper
includes names starting witkl />bw/ (Abu) or & />m/ (Om) that also tend to
concatenate with the following name as_in s />bw hryrp/ ande 53K of />mkivwni.

In Al-Ahram Newspapei0% of such proper nouns are written in the cerated
form. Thus they are concatenated to one another.

Concatenating these proper nouns reduces ambigyitigcreasing the search
space of the AR algorithm. For example, writiag<l! 2= /Ebd Almjyd in (7.6) below
in the spaced form results in having two possibke ¢dndidate antecedents for the
pronoune /h/ (he/his):xe= /Ebd andx=<ll /AImjyd, which is very misleading because
uJdlae /EbdAImMjyd refers to one single person, i.e. one entity.

Lgad ada ) 58 (ge Caoai dpall ded Cilalgily Bolall Ly )5 (7.6)
Transliteration:
IwrbT AlHAdvp bAthAmAt_IEbd AlmjyiHdv En twrTh
fyhA
Translation:
And he connected the accident to accusations of Albd
Megid talking about his involvement in them
Therefore, proper nouns starting wi&bd Abu or Om are written in the

concatenated form. God's holy names in Islam aré@& controlling them is rather
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easy. Two more names can be added since theyeayeefitly used in the Arabic-
speaking world;=l x= /EbdAInby andd s« J 2= /EbdAlrswl.

The last category of concatenated words, especfallyd in Al-Ahram
Newspaperis that of misspelled or misprinted concatendtmths as inaluly 3
/qrybAslAmp (soonSalamh), which is supposed to be writtef«as: Lu 8 / qrybA
slAmp/ (soon Salamh). Being too few =~ 0.03 % of the OOV words — these

misspellings are left as they are.
7.3.8 Code-Switching

Due to the intersection between MSA and slang ¢ee&on 5.9), slang words
cannot be distinguished from MSA words. Howeveanglis relatively small. In:
4,000 sentences, two slang words have occurredy wit0.05% probability of

occurrence. Thus slang words are not to be remfseadthe corpus.
7.3.9 Summary

The tokenization scheme used in the present thasiswo purposes to serve:
minimizing ambiguity and minimizing human interviemt. The main features of such

a scheme are summarized in table (4) below.
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Tokenization Scheme Task

Decisions Made

Punctuation markers

Removed from the corpus being

inconsistently used

Normalized to one single tag "NUM" since

=]

Numbers they are indicative for significations plural i
meaning but singular in form
Kept in the corpus being already few ang
OOV Words _ _ _
being possible candidate antecedents
Diacritics Removed for being inconsistently used

The Level of Word Analysis

The stem being less gmbus than the roo

[

Normalization

Alefis normalized tdare alef

Ya'is kept as it is

Concatenation

Proper nouns starting withbd, AbuandOm

are written in the concatenated form

Concatenated function words are split

Code-switching

Slang words are part of the corpus

Table (7.2): The Tokenization Scheme of the PréEeedis
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7.4 Corpus Preprocessing Tasks

As mentioned earlier in chapter 6, AR preprocagsasks typically include
non-pleonastic pronoun identification, named-entigcognition, morphological
analysis, POS tagging and NP identification. Soaskd might be added or ignored
according to the language being dealt with andhéopreprocessing tools available for
such a language. Each one of these tasks intro@dumcesor rate and thus contributes
to the reduction of the performance rate of AR eayt. The following subsections
discuss preprocessing tasks of the proposed Afdbialgorithm.

Since AR is a relatively new area of research inLRNsome of the following
corpus preprocessing tasks are preliminarily depexdoby the researcher so as to
know whether AR requires special preprocessing. é@n by the end of this part, it
will be proved that AR does not require any spe@aipus preprocessing; its

preprocessing tools can be used for any other NipRcation.

7.4.1 Tokenization (Light Stemming)

7.4.1.1 Preliminary Tests

The researcher develops and tests a number of itgkerto know whether
Arabic AR requires special type of tokenization.eTfollowing are the different
tokenizers together with their F-measure perforrearates calculated according to
manually evaluated random samples.
7.4.1.1.1 Corpus-Based Tokenizer (CorpTok)

The corpus-based tokenizer strips off clitics juled that the striped
wordform exists in the corpus. For example, thedwei! s /wAlktlY (and the books)
is a word procliticized to the conjunctien/w/ (and) and the definite articld /Al/.

The corpus-based tokenization algorithm goes é@/sl
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1. For the word—xlls /wAlktlY (and the books), il JAIkth (the

books) exists in the corpus, then strip ofiv/ (and);

2. If < /kth/ (books) exists in the corpus, then stripdffAl/ (the).

One main advantage of this tokenizer is that ittaglly unsupervised.
However, the main problem is sparseness of datexrd might not be tokenized only
because it does not exist in the corpus.

According to a manual evaluation of a random sampl00-word types —
and the F-measure evaluation metric, this is th@hted mean of precision and
recall, the tokenizer achieves an F-measure sé¢eré®4%.

2*(precision * recall)

F-measure=
precision + recall

7.4.1.1.2 Corpus-Based/Statistically-Based Tokeniz€CorpStatTok)

This tokenizer is a fine-tuned version of the afoentioned corpus-based
tokenizer. Due to the inconsistency of the corpuseeause of concatenated word
forms and misspellings — and word ambiguity, a mewdition is added to the above
mentioned algorithm. Thus the algorithm now goefolsws:

1. For the word—sll s JwAlktl (and the books), i)l /AlkthY (the books)

exists in the corpus, and its relative frequeRcyhich is heuristically

assumed, is > 100, then strip effn/ (and);

2. If «8 /ktb/ (books) exists in the corpus, and its relativegfrencyF >

100, then strip off)l /Al/ (the).

Adding a statistical condition raises precision &wlers recall. Moreover, the
higher the frequency condition, the better the igren is. According to the same
random sample used in evaluating the corpus-badeshizer, this version achieves

an F-measure rate of 94.56%.
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7.4.1.1.3 Corpus-Based/Dictionary-Based Tokenize€orpDictTok)

This version of the tokenizer has one additionaldttoon: the resulting word
must exist in a lexicon. This condition is suppose@liminate errors caused by the
disturbances of the corpus itself, especially pusidike Al-Ahram Newspapewhich
is full of spelling mistakes and misprints. Theit®n used is that of Buckwalter
(2002). In this case, the algorithm is as follows:

1. For the word—sll s JwAlktl (and the books), i)l /AlkthY (the books)
exists in the corpus, and its relative frequeRcy 100, and it exists in
the lexicon, then strip off w/ (and);

2. If «8 /kt/ (books) exists in the corpus, and its relatiwgfrencyF >

100, and it exists in the lexicon, then strip dffAl/ (the).

Measured on the same aforementioned corpora,dkénizer achieves an F-measure
performance rate of 95.4%
7.4.1.2 The Used Tokenizer (SVM-TOK)

Since preliminary tests for tokenization show tA& does not require any
special tokenization; it is better to use one whglalready available and which has
higher reported results. The one chosen is th&tiah et al. (2004), which is chosen
for the following reasons:

1. It is a public domain tokenizer, which is trained @ huge number of news

articles of different topics (Diab et al. 2004).

2. It is the one with the highest accuracy rate in pganson to other existing

POS tagger (see section 6.2)

3. ltis available for public use.

According to Diab et al. (2004), the SVM-POS acbganFs = 1 of 99.12%.

A sample of Diab et al.'s (2004) tokenizer is:
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BadlSa gy d (e L o oy La iles S8 a5 s Cige
feliall Gl el Cogan 13 b B pem all bl Gany e 31 ]
W 3 gy 5Y)

7.4.2 POS Tagging

7.4.2.1 Preliminary Tests

For preliminary tests, the researcher uses BuckwslAraMorph (2002). As
mentioned in section (6.3.1.2), Buckwalter's (20B2aMorph does not include any
POS disambiguation procedure; it gives all the ipbssanalyses of the input word,
which might be up to 10 analyses due the rich magalical system of Arabic. As a
result, 51% ofAl-Ahram corpus tokens are given more than one POS tagharsd
they are marked as ambiguous. In order to disarabegthe output of AraMorph
(Buckwalter 2002), the researcher develops theoviollg procedures used in the
following sequence:

1. Using the most frequent sense in Buckwalter's @xi@002).
2. Using the researcher's corpus-based/dictionarydagenizer
3. Using a set of heuristics

Buckwalter (2002) arranges his lexicon accordinght® most frequent sense
of the word in his training corpora. Using the mésiquent sense in Buckwalter
(2002) achieves a precision rate of 84% manualpluated on ambiguous words
only. Moreover, using the corpus-based/dictionaagdal tokenizer, as the second step
after using Buckwalter's (2002) most frequent sensduces the percentage of
ambiguous words to 34%. Finally, a number of héigags used.

The heuristics used rely on Arabic function word$e heuristics are
summarized in table (7.3) and they achieve a padiace rate 069%; in spite of

being highly accurate, their recall rate is nothhig
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Arabic Function Word Function Word Type The Heuristic
Noun-Disambiguating Cues (NDC)
o= Imr (from) Preposition
S >1Y/ (to) Preposition Any word after a preposition is
<= [EIY/ (on) Preposition a NOUN
& ImE (with) Preposition
13a /h* A/ (this) )
i Demonstrative
< /*]k/ (that)
o3 /h*h/ (this) )
Demonstrative
&b ftlk/ (that)
ol [h*Arv (these) )
) Demonstrative Most of the words after a
s [h*yn/ (these) _
demonstrative are a NOUN
obla /hAtAN (these) )
Demonstrative
o /hAtyn (these)
«¥3s /handIA/ (these) )
Demonstrative
<l i />wllk/ (those) Demonstrative
Noun/Verb-Disambugating Cues (NVDC)
<A JAl*y/ (who/which) Relative Pronoun
SV /Alty/ (who/which) Relative Pronoun Any word after a relative
ol /Al ArY (who/which) ] pronoun is a VERB
) ) Relative Pronoun )
cedlll JAI*yr/ (who/which) Any word before a relative
oulll JAlItAn/ (who/which) ) pronoun is a NOUN or an
) Relative Pronoun
ol JAlltyn/ (who/which) ADJECTIVE
ol JAI*yr/ (who/which) Relative Pronoun
Verb-Disambuagating Cues (VDC)
Y /IA/ (no) Negative Particle Any word after a negative
A /In/ (no) Negative Particle particle is a VERB
13 IMA*A/ (why) Interrogative Particle Any word after an interrogative
s /kyf (how) Interrogative Particle particle is a VERB

Table (7.3): Arabic Cues Used for POS Disambiguatio

The three aforementioned POS disambiguation praesdesult in an F-measure rate

of disambiguation 095%.
7.4.2.2 The Used POS Tagger (SVM-POS)

The used POS tagger is Diab et al.'s (2004) SVM-R@Q§er. The reasons for

choosing such a tagger are the same as the re&mowhoosing their tokenizer.
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According to Diab et al., The SVM-POS tagger achsgean accuracy rate of 95.49%.
A sample of the SVM-POS output is:

YIN 3L /NN o/PRP$:24/DT Sil/NN Jdielenl/NNP z) /NNP

ONNP </IN JS/NN o/IN gUisl/NN o/ IN &YVBP /IN

22/PRPU«/IN ¢rSiall /NNS
where
IN = a preposition, PRP$ = an enclitic pronoun, BTa demonstrative, NN = a
common noun, NNP = a proper noun, VBP = a verb, RRPseparate pronoun, and
NNS = a plural noun.

7.4.3 Semantic Features Acquisition (SFA)

The main motivations for considering SFA as a paft the current
methodology are:
1. The semantic features of gender, number and rditiprsme among the
main differences between Arabic and English promamisystems that
cause the poor performance of some current MT sys{eee section 3.5).
2. Such features are among the most commonly usednsensanstraints in
the literature of AR (see section 6.4).
Due to the poor coverage of current Arabic POS degggnd morphological
analyzers for such semantic features (6.3.1); ¢isearcher develops an approach to
bootstrap them monolingually and bilingually, usthg Web as corpus.

7.4.3.1 Monolingual Bootstrapping of SFA

Monolingual bootstrapping of SFA is a cue-basedriigm that depends on
cues extracted from the target language itself Arabic). The algorithm makes use

of the Arabic cues of gender, number and ratiopnalit
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The first monolingual bootstrapping seed is exagdcfrom AraMorph's
(Buckwalter 2002) output. As mentioned in secti6r8(1.2), AraMorph tags semantic
features only when they are morphologically mark&sl.a result, only 32.8% of the
nouns inAl-Ahram Newspapecorpus € 20,000,000 tokensy 971,000 types) are
marked for number, 35.5% are marked for genderG®ds marked for rationality.
Such tagged words form the first seed for the miagahkl SFA bootstrapping.

The second monolingual bootstrapping seed is lusihg a set of Arabic

number and/or gender cues, which are illustratedbte (7.4).
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Arabic Cue Cue Type The Features it indicates
_ Encliticized to Singular;
s /p/ Suffix o
Feminine Nouns
_ Encliticized to Plural;
s lwr/ Suffix )
Masculine; +HUMAN Nouns
. Encliticized to Plural; Feminine
<l AY Suffix
Nouns
132 /h* A/ (this) ] Followed by Singular;
. Demonstrative ]
s /*[k/ (that) Masculine Nouns
o3 /h*h/ (this) ) Followed by Singular; Plural
Demonstrative o
&b ftlk/ (that) Feminine Nouns
ol [h*Arv (these) ) Followed by Dual; Masculine
) Demonstrative
w2 [h*yn/ (these) Nouns
oula /hALAN (these) ) Followed by Dual; Feminine
Demonstrative
o /hAtyn (these) Nouns
«¥3 [handIAS (these) ] Followed by Plural; Masculine
Demonstrative o
Feminine Nouns
) Followed by Plural; Masculine
<l i />wllk/ (those) Demonstrative

Nouns

@ JAl*y/ (who/which)

Relative Pronoun

Preceded by Singular;

Masculine Nouns

<A Alty/ (who/which)

Relative Pronoun

Preceded by Singular; Plural;

Feminine Nouns

ol JAI* A (who/which)
¢ JAIFyn/ (who/which)

Relative Pronoun

Preceded by Dual; Masculine

Nouns

oulll JAIItAn/ (who/which)
ol JAlltyn/ (who/which)

Relative Pronoun

Preceded by Dual; Feminine

Nouns

¢l JAFyn/ (who/which)

Relative Pronoun

Preceded by Plural; Masculing;

+HUMAN Nouns

Table (7.4): Arabic Cues for the Semantic FeatwfeGender and Number
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The third monolingual seed is built according te tbllowing algorithm:
1. Words encliticized to any of the aforementionediza$ in table (7.4) are
extracted from the corpus.
2. Suffixes are stripped off provided that the resgjtiword exists in the
corpus.
3.  Then the resulting word can be tagged for numbdrgemder according to
the suffix stripped off.
One example for such an algorithm is the nous~=! /AISHfywn (the journalists),
given as a result of the algorithm's first stepinfeencliticized to the plural,
masculine and +HUMAN suffixys /wr/. Finding the wordsi~=l /AISHfY (the
journalist) in the corpus runs the second stepefagorithm where the suffixs wr/
is stripped off. Finally, the word<~=l /AISHfy (the journalist) is tagged as a
singular, masculine, +HUMAN noun.
As for rationality, there are two seeds used. Tir& is a list of proper
+HUMAN nouns gathered using Google search engihe. Second is a list of verbs
which are typically followed by a +HUMAN noun; tHist of verbs is given in table

(7.5).
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The Verb Its Meaning

S ke / Mention

z = IStH Declare

el />Eln/ Announce

J& /gAl/ Say
a= IZEM Claim
JE6 /nAg¥ Discuss

3 foqdm Present

== [>WDH/ Clarify

e [Erf/ Know
—uay WSS Describe
= [ErD/ Show

el JAEtbr Consider

Table (7.5): Some Indicating Arabic Verbs for trai@ality Semantic Feature

These monolingual seeds result in a list080,000 tokens/types that is manually

filtered.
7.4.3.2 Bilingual Bootstrapping of SFA

Bilingual bootstrapping algorithm is also a cuedzhslgorithm that uses the
cues of one language (i.e. English) to acquire samantic features of another
language (i.e. Arabic).

The bilingual bootstrapping algorithm uses thedwihg tools:

1. English electronic resources: The English WordNét (Rliller 2005)
and English Generic Corpora (Cobb 2004).

2. A set of English cues which are used to searchvtods with specific
semantic features in the aforementioned Englisburegs. All English

cues are illustrated in table (7.6).
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3. English/Arabic MT systems: Two English/Arabic MT ssgms are
used to guarantee good coverage; the first is @GokleWafi (ATA
2002) and the second is the Google Statistical Machranslation

(SMT) enginé’

English Cue Cue Type Feature(s) it indicates
A/ an/any/ every/ each Modifier Followed by SinguNouns
Some/ all/ any/ many Modifier Followed by Plural iNes
Who Relative Pronoun Preceded by +HUMAN Nouns
Which Relative Pronoun Preceded by -HUMAN Nouns

Table (7.6): English Cues for the Semantic Featofdsumber and Rationality
The bilingual bootstrapping algorithm goes as such

1. The English cues illustrated in table (7.6) aredus® extract words
from generic English corpora. Moreover, words tagge THUMAN,
plural or singular in the English WordNet 2.1 alsbacompiled.

2. The resulting English words are submitted to Goldelvafi English-
and Google SMT engine.

3. Number and rationality semantic features are adioléde Arabic noun
translations of the English nouns.

For example, the word 'motive’ in "... the motive g¥hiled this family to .!.is
extracted from the aforementioned English resourBasce the word precedes the
relative pronoun ‘'which’, it is tagged as —-HUMANb&itted to Golden Al-Wafi and
Google SMT engine, the word is translate¢-&s/dAfEH which is thus tagged as a —
human Arabic noun.

The output list of the bilingual bootstrapping ismually filtered, resulting in

a noun-base of 24,000 types tagged for number and rationality.

27 The reader is referred hitp://www.google.co.uk/language tools
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7.4.3.3 Final Results of SFA

The monolingual and the bilingual algorithms yigié following results:

NUMBER GENDER RATIONALITY
SINGULAR PLURAL FEMININE MASCULINE [ +HUMANN -HUMAN
26,805 7,083 16, 490 18, 344 4,021 20,477

Table (7.7): Final results of the monolingual ame thilingual algorithms of SFA

These final lists achieve a coverage ratec &9% for Al-Ahram SVM-POS tagged

corpus.

7.4.4 Non-Pleonastic Pronouns ldentification

According to Badawi et al. (2004), Arabic recogsizeon-pleonastic

pronouns. Thus one preprocessing step should digfal such pronouns so as to

exclude them from the AR algorithm input. As mené&d earlier in section (6.5), in

many cases there are no regular patterns that thake practical for a CL algorithm.

The only regular patterns of the non-pleonasticpums are the ones in table (7.8).
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=

No. Preferred Pronoun's Example
Pattern .
Deletion
1 RS PRI RN (g
Transliteration:
Relative Pronoun + Verbh Relative Pronoun + Verh /nfs Alkmyp Alty AsthlkthA
+ Pronoun +0 Translation:
The same quantity consumed
by ...
la. v 3010 L Jamy ol 1 3 )
Transliteration:
Relative Pronoun + Relative Pronoun + | /AlHjrp Alty Im yEml fyhA
Negation+ Verb + Negation + Verb + @ | bAlwzArp/
Pronoun Translation:
The room in which he didn
work at the ministry...
1.b. w3150 L Jamy (i) 3 )
Transliteration:
. Relative Pronoun + Verly /AlHjrp  Alty  yEml  fyhA
Relative '.D.r onoun + Verb + Preposition + & bAlwzArp/
+ Preposition+ Pronoun S
Translation:
The room in whichhe works at
the ministry.
2 BRVER: P i R
Auxiliary Verb Transliteration:
(tm/sytm/ytm) + "verbal Auxiliary Verb IAIAtfAQyp Alty tm twqyEHA
noun'®® + Pronoun (tm/sytm/ytm) + "verbal | Translation:
noun" + @ The agreement that was signe
2.a. oo Lerd g ol ) ALY
Transliteration:
Auxiliary Verb Auxiliary Verb [AIAtfAqyp Alty Im tm
(tm/sytm/ytm) + Negation (tm/sytm/ytm) + Negation twqyEhA
+ "verbal noun" + + "verbal noun"+ @ Translation:
Pronoun The agreement that was not
signed
2.b. Al Y 50 @l jlle 10 & jlaii
Auxiliary Verb o e sV
. (tm/sytm/ytm) + "verbal | Transliteration:
Auxiliary Vef.b noun"+ Preposition + @| /bAstvmArAt 10 mlyArAt dwlA|
(tm/sytm/ytm) + "verbal AIANthA' mnhA
noun" + Preposition + ytm L
Pronoun Translatmn._ _ _
With  10-billion investemnts
that ended in ...

Table (7.8): Regular Patterns of Non-Pleonastic icaPronouns

Heuristics based on the aforementioned patternfoameed and tested on the

LDC parallel Arabic-English corpora. According tack a corpus, these heuristics

represent 16.51% of the tokens of the pronouns Eh83% of the types of the

pronouns.

2 "verbal noun" or,x=<l /AIMmSdY is the source of the verb (Badawi et al. 2004: B8s usually a
noun as ink=: /ysl (to arrive) and its verbal nouhy—<s wswy (arrival).
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7.5 Summary

Different preprocessing tasks are tackled in tlmpem®f the current thesis. These are

all summarized in table (7.9) below.

The Reasons for
The Source of The Results of
Preprocessing The Used Tool Choosing the
the Tool the Tools
Task Tool
Tokenization - Freely available
F-measure rate o
(Light SVM-TOK Diab et al. (2004)| - Highest
99.12%
Stemming) performance rate

- Freely available
F-measure rate o
POS Tagging SVM-POS Diab et al. (2004) - Highest
95%
performance rate

- The importance

of SFA
Semantic
Bootstrapping - The insufficient| Covering 59% of
Features The researcher
Algorithms coverage forl the words tokens
Acquisition
current ANLP

tools

- The need tg
exclude them
from the input

- The absence of
Non-Pleonastic
Heuristically- non-pleonastic Excluding 16% of
Pronouns The researcher
Based Algorithm pronouns the pronoun
Identification
identification

from previous

Arabic AR

algorithms

Table (7.9): The Used AR-Related Corpus Preprongsbkasks
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Part Four

Algorithm and Discussion
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4.1 Introduction

This part mainly focuses on the AR algorithm, iesfprmance and the future
work intended to improve it. The first chapter @edies on the AR algorithm and its
specific features including search space, seméttetion, collocational association,
recency and bands. It also highlights the way usedvercome sparseness of data,
which is the inherent problem of SNLP. Besides, thapter focuses on the use
evaluation methodology and its yielded results.alyn an error analysis report is
presented so as to point out the weaknesses @ldbathm and to pave the way for
the following chapter.

The second chapter concludes the thesis, sumnmarthe key issues and
results and pointing out basic contributions. Meexoit outlines future directions to
improve the proposed AR algorithm and to handleesofithe problems encountered

throughout the thesis.
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Chapter Eight

The AR Algorithm
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8.1 Introduction to the Algorithm

The researcher develops a statistical AR algorititnh makes use of the least
possible features and achieves 78% precision rateé8d.64% F-measure score. This
type of algorithms is described by Mitkov (1998: d9 "knowledge-poor"”, since it
requires the least syntactic, lexical and morphokigresources. Such a type is
appropriate for an Arabic AR algorithm for two rems: first, it does not require
much human intervention and thus it saves both &nteeffort; second, it fits ANLP
given the absence of enough ANLP resources and.tool

The algorithm relies on the collocational assocratetween the carrier of the
pronoun and the candidate antecedent(s): the caedahtecedent of the strongest
collocational association with the carrier of therpun is more likely to be the
correct one. Such association is measured accotdinige Conditional Probability
(CP) association measure.

The problem with collocational associations is spaess of data. To get
stable associations, massive corpora are requiedh huge corpora are only
available through using the Web as corpus, whigsdwmt only provide a solution for
sparse data, but also adds a dynamic dimensidretalgorithm.

Unlike previous statistical, corpus-based approsctigs algorithm does not
use any training corpora. Alternatively, the algon dynamically generates the
collocations necessary to resolve anaphoric pro;maanthe input sentences and
searches the Web for their frequencies. The abs#restatic training corpus handles
the problem of sparse data and guarantees a ratalbf~ 99%.

Moreover, the algorithm uses the recency featurelwtelies on the distance
between the carrier of the pronoun and the carelidatecedent(s); the closer the

candidate is to the carrier, the more likely tate correct antecedent. Mitkov (1998)
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applies this feature, giving it the name of 'refgied distance’, to Arabic technical
manuals for which the feature achieves a precisata of 34.4% and a recall rate of
98.9%; that is, an F-measure score of 51%.

Some filtration measures (i.e. constraints) arel tiseeduce the number of the
candidate antecedents. The first is limiting tharcle spacéo —20 words and further
filter it using bands. The second is a POS filtéwich selects only nouns as possible
candidates. The third is the semantic featuresiofber, gender and rationality which
are used to select the candidates that match th&emn) gender and rationality
features of the target pronoun.

To sum up, the proposed algorithm works accordintdp¢ following steps:

* The corpus is preprocessed using the tokenizatioanse discussed in chapter 7

* The output of the tokenization scheme is furtheppocessed using the previously
mentioned AR-related preprocessing tasks: tokepizaiight stemming), POS
tagging and non-pleonastic pronouns identification.

* Pronouns are detected and the minus-20-word sepgaste is determined for each
pronoun.

* Bigrams consisting of the candidate antecedentdtandarrier of the pronoun are
compiled.

» Such bigrams are filtered using the semantic featwf gender, number and
rationality.

* Web counts are acquired for the bigrams that pessamantic filtration.

* The minus-20-word window size is further subdividetb two bands, out of
which the band with the highest score is chosemstiore of the band is counted
as the summation of the probabilities of the babdjsams with the carrier of the

pronoun.
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 The band with the highest score is further divided smaller bands, whose
score is counted in the same way discussed inrthweoos step.
» The same procedure is repeated until the algorgéts a single-word band which
is supposed to be the correct one.
The following subsections explain each featuremtgivations and problems.
Afterwards, the practical evaluation experimentsdach individual feature and for

the entire algorithm are detailed.

8.2 The Features of the AR Algorithm

8.2.1 Search Space

The search space is the space where the corremtedent is likely to be
found. Usually, many experiments are done to decidéne suitable search space for
each language. For example, two sentences backavardound to be the optimal
search space for finding the antecedent of a giwvenoun in English (Mitkov 1998,
Jurafsky and Martin 2002). However, there are rah®xperiments for Arabic.

The problem with the Modern Standard Arabic (MSA&)pora — such aAl-
Ahram — is that they either do not use punctuation nrarke all or that they
inconsistently use them (see section 5.2). As altres is difficult to decide on the
search space on the basis of the preceding se(denostead, the researcher uses the
concept of the window size: only a number of praogavords that do not necessarily
compose a complete linguistic unit. In order toide®n the suitable window size for
Arabic, the researcher conducts different experisjebriefly discussed in section

(8.4.1) below.
8.2.2 Semantic Filtration

The only semantic filtration used for the proposggbrithm is the semantic

features filtration which means that only nouns ihiw the minus-20-word search
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space — that agree in gender, number and ratipnailth the target pronoun are
selected as possible candidate antecedents. Camgbgualthough there are five
candidate antecedents for theh/ pronoun in sentence (8.1) below, orji s
/AlswdArt (The Sudan) is selected as a possible canditiaieg +SINGULAR,
+MASCULINE and -HUMAN.
a5 58 ()5 Al e L () e Al A Sa i i 5 (8L1)
o sia daad 5 Glagud) J (T Baae
Transliteration:
/w tErf Hkwmp AlxrTwm An hA Dmn AlgA}mp wAn gwy
Ajnbyp Edydp ttrbS | AlswdAn w S| jnwb h
Translation:
. and Al-Khartoum knows that it is included in thst
and that many foreign powers are waiting for of $§wlan
and its Southern area.
The problem with applying the semantic featuréisation is the absence of
sufficient Arabic NLP resources that deal with theGonsequently, the researcher
develops monolingual and the bilingual bootstrag@lyorithms to acquire necessary

semantic features for Arabic AR (see section 7.4.3)
8.2.3 Collocational Association

Collocational association depends on the relatietwéen the carrier of the
pronoun and the candidate antecedents that pasangerfltration; the candidate
antecedent of the strongest collocational assoadatith the carrier of the pronoun is
more likely to be the correct one. In order to nieaghe collocational association
between the carrier of the pronoun and the canelidatecedents, the association

measure of the Conditional Probability (CP) is used
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Two reasons motivate using CP. First, it is oneéhef simplest association
measures whose results are straightforwardly irgeaple unlike botir-testand X
scores (see section 2.4.2). Second, it is not diskseare events unlike Pointwise
Mutual Information (PMI) and the log-likelihood matwhich makes errors when
computing the probabilities of rare events (sedi@e?@.4.2) (Manning and Schutze
2002)

In order to avoid sparseness of data while meagutire collocational
association between the carrier of the pronoun eaddidate antecedents, the
researcher uses the Web as corpus which indeed posg@roblem of estimating the
size of Arabic Web documents.

In order to use Web frequencies to calculate theditional probabilities of
the target collocations, the Web size (i.e. the sizthe Web documents uploaded to
the used search engines) must be estimated. Psesiadies (Elghamry et al. 2007,
Kilgarriff and Grefenstette 2003) estimate the Vé&te for many languages such as
Arabic, English, Italian, German ... etc. using theumts of function words as
predictors of the Web size.

The following subsections discuss in detail theeagsher's methodology in

dealing with each of the aforementioned points.
8.2.3.1 Collocational Association and Estimating Aabic Web Size

In order to use the Web as corpus, the researelies on two meta-search

engines, namely www.search.coamd www.alltheweb.comwhich support Arabic

search on the Web. The Web size for each of thd search engines is estimated
according to Kilgarriff and Grefenstette's (200§uation:

The size of a known corpus * Web frequeenfor function words

Web size =
The frequencies of such functimnds in the corpus of the known size
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Using function words frequencies in table (8.1)olelthe equation results in
estimating the size of the Arabic Web documentsoagd to each of the

aforementioned search engines as 4,500,000,000cAxainds.

Function Words Frequencies | Function Words Frequencies | Function Words Frequencies

in Al-Ahram Newspaper on www.alltheweb.com in www.search.com

394,030 8,894,438,640 4,293,947,945

Table (8.1): Function Words Frequencies in Al-Ahr@orpus and the Two Used Search Engines
8.2.3.2 Collocational Association and Conditional ®bability
Estimating the size of Arabic Web documents on uked search engines
facilitates using Conditional Probability (CP) as measure of collocational
association between the carrier of the pronountl@dandidate antecedents that pass
semantic filtration. The algorithm of calculatingnditional probabilities goes as
follows:

1. Within the minus-20-word search space, identifytafle candidate
antecedents that agree in gender, number and altjorwith the
pronoun.

2. For each of the resulting candidate antecedents, tige Web
frequencies for the antecedent and the carridreoptonoun

3. Use the acquired Web frequencies to calculate th@iQhe candidate
antecedent and the carrier of the pronoun

4. Choose the antecedent with the highest CP.

Sentence (8.2) below is a walk-through examplexjgagn the algorithm of the
collocational association. Given the minus-20-waearch space of the target

pronoun /hA/ (its), the result is:
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s saia (B Jas W) (3l (8 i sall J g e (il sl (8.2)
A e ) 23l dlee sale) 3 sgn ped o  JUasVl s il ) et
Transliteration:
/Alms&lyn AlAyTAlyyn Hwl Almwgf fy Al$rq AIAwsT fy
Dw' AstmrAr Altwgh AIAyTAly b dEm jhwd AEAdp Emlyp
AlslAm Aly msAr hA
Translation:
... the ltalian officials concerned with the situation the
Middle East as a part of the Italian continuouspsupto
the peace process...
Applying semantic filtration leads to three caraded antecedentsi> /jhwd/
(efforts), 32ke) /JAEAdP (return) andisle /Emlyp (process) which are all -MALE

words. Web frequencies for each candidate antetadegiven in table (8.2).

Web Frequencies for the
Web Frequencies for the
Candidate Antecedents Plus
The Candidate Antecedent Candidate Antecedents

the Carrier of the Pronoun in

Separately
a remote context
25¢> [jhwd (efforts) 242,030 29
sile) /[<EAdp (return) 1,370,030 120
Lle [Emlyp (process) 590,020 1,070

Table (8.2): Web Frequencies for an Example of @&altional Association

The collocational associations between each onthefcandidates and the

carrier of the pronoun, nameljr~ /msAr (path), measured according@®, are:

2 Al examples given in part four are tokenized byNs\TOK previously discussed in section 7.2.1. They a
given in the same form they are given to the atbori
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The Bigram Its Conditional Probability Measure
P(fhwd/|/msA¥) 0.0408648148
P(/AEAdp|/msAY) 0.0321545644
P(Emlyp|/msAr) 0.0501978880

Table (8.3): An Example of Candidate Bigrams antld€ational Association

According to table (8.3), the candidate anteceéignt /Emlyp (process) has
the strongest collocational association with theriea of the pronoun. Thus it is
selected as the correct candidate.

Briefly, collocational association relies on thalacational relation between
the carrier of the pronoun and the candidate ad&stés) which is measured using
CP and the Web as corpus to overcome sparsenadataof The Web size for the
Arabic language is estimated via function words &mslfound to bex 4,500,000,000

words.
8.2.4 Bands

The minus-20-word search space is found to bentb&t suitable search space
(see 8.3.3.1.1) for Arabic AR. Using bands is idishto limit the search space from
-20, to —-10, to -5, to -2 and to —1, respectivadgording to the following algorithm:
1. The -20 words are divided into two bands of —10dsoeach. These
bands are not necessarily complete linguistic units
2. A score is calculated for each minus-10-word b&rk score of the band
is the summation of the conditional probabilitiefstioe bigrams of the
band; each bigram consists of the carrier of tlwmg@un and a candidate
antecedent.
3. The band of the highest score is chosen to the stext as it is further

divided into minus-5-word bands.
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4. The score of each minus-5-word band. The scorehefland is the
summation of the conditional probabilities of thgrbms of the band;
each bigram consists of the carrier of the pronamd a candidate
antecedent.

5. The band of the highest score is chosen to the stext as it is further
divided into 4 bigrams.

6. The score of each bigram is calculated. The sobrthe band is the
summation of the conditional probabilities of thgrbms of the band;
each bigram consists of the carrier of the pronamd a candidate
antecedent.

7. The bigram of the highest score is divided into twoagrams and each
bigram gets its score according to its Web counts.

8. The bigram of the highest score is supposed thdedrrect antecedent.

A walk-through example of the algorithm of the bamlgiven below:
Al il 2 Ciua g (e Apianddl] dlalud) (i 0 J s I e 0 (8.3)
L ol Agidandal) 2aldn¥) J S V) dga jladl 555 acbuse il
Transliteration:
/h Ely sandAl Hwl mwqgf AlsITp AlflsTynyp mn wSf dyvy
sAtrfyld nAlb msAEd wzyr AlxArjyp AIAmryky | AlAkiDip
AlflsTynyp bAn hA
Translation:
. on a question about the attitude of the Palesti
Authority from the description of David Satterfield
deputy of the assistant of American Foreign Mimisteo

the Palestinian Intifada as ...
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The first step is to get the minus-10-word bands:

Bandl:uin caay e dpiplandil) ddalul) (o g0 Jga Jlgu o o

Band2:ob dsidanddll Lnlin¥) J S eV dgs LAl 55 a0 buse 20U ald il

The second step is to get the score of each bandsed on the bigrams'
probabilities:

Bandl: (0.1603977518)» caa s (1 Axidanddl) Adalid) 88 g0 Jga J)igs e o

Band2: (0.793418445 1) dshuldl) Aaliit¥) J Ko e dm AN )5 e lus il 2l il
Since the score of band2 is higher, then it is funer subdivided into two bands:
Band3: (.165681848) 4xs )il ) aeluse il alid yila

Band4: (0.6277365971) b dihuddll Lnlamy) J S V)

The score of band4 is higher than the score of baBdthus it is subdivided into
bigrams, excluding function words:

Band5: (.6277365971) Axidandall dualansy)

8.2.5 Recency

Recency means that the closer the candidate aetgicedto the pronoun and

its carrier, the more likely it is to be the cotrene. For instance, in (8.4) there are six

possible candidate antecedents that semanticalBeagith the pronoun /h/: 25>
Iwjwd/ (existence),s>k /ATIAG (shooting), s<=b=_!! /AIrSAS (the bullets),s! s¢!)
IAlIhwA7 (the air),J=~% /$gl/ (attracting) and<3 /Alvmn (the price), respectively.
However, the last is the closest and it is theemtrantecedent.
ol il @kl o oS 5 e J asas ¥ duasd el JJ(84)
i J s degall Llmdll 5 Jelpldll e JUaY Jad J el b

> & L.,SJ-“ C.Jm\ ﬂ )\5‘2{\
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Transliteration :
[Aly Amwr $xSyp IA wjwd | hA w Ikn h ATIAq AIrSAS fy
AlhwA' | $gl AIAnZAr En Al$wAgl w AlgDAYA Almhmd w
tgny AIAVAr Alvnm AIfAdH Al*y tdfE/h
Translation:
... to personal matters that do not exist but itiggrdcting
attention from important issues and getting thelltesthe
high price that is paid ...
Therefore, recency is used as a preferential cnstalong with the collocational

association feature.
8.2.6 Conclusion

The AR algorithm proposed for the present theseswa search space of —20
words, collocational association, bands and recencgrder to detect the correct
antecedent. Due to the inconsistency or the laclpwictuation marks in MSA
corpora, the researcher uses a word-based seaach §ftered using the semantic
features of gender, number and rationality. Coliooal association between each
candidate antecedent and the carrier of the proneumeasured according to
Conditional Probability which is based on Web freqcies. Candidates are further
limited using bands and recency; bands delimitcdeapace based on the conditional
probabilities of the bigrams of the bands and regagives preference to the closest
antecedent. The following subsections give the idetaf the used evaluation

methodology and the yielded results.
8.3 Evaluation

Although Mitkov (2001) proposes comparative evabra(i.e. comparing the

proposed system with previous ones) as the beduatian methodology, it is
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difficult to perform it hereby because previous @ehes are language dependent
(Hobbs 1977 as cited in Mitkov 1999, Lappin andd-#994 among others); that is,
they are specifically designed for the English leage. Even a comparison with
Mitkov's (1998) study on Arabic is impossible doanissing the original training and
testing corpord. As a result, the researcher uses the followingluation

methodology and metrics.
8.3.1 Evaluation Methodology

The training-and-testing paradigm cannot be usedhe present algorithm
because what is being tested is not a stable mbdela model that is constructed
according to the instances (i.e. the pronouns)dhato be resolved. In other words,
there is no previous anaphorically-annotated madebrding to which new instances
are being resolved. Instead, new instances areegged on the spot and the results
are immediately given. Therefore, no training caerpsl being used but only a test
corpus.

Alternatively, the researcher uses the gold stahdaaluation methodology.
A manually-annotated gold standard set which céssi§5000 pronoun types (1000
types for each pronoun) is used. In order to beeggmtative, an intersection from the
entire corpus (i.e= 20,000,000 tokensy 950,000 types ané 545,441 pronoun
tokens) is used to build such a set.

8.3.2 Evaluation Metrics

The used evaluation metrics are precision, recall EemeasurePrecision is

"a measure of the proportion of selected items thatsystem got right" (Manning

and Schitze 2002: 268). It is calculated as follows

%0 personal communication with Prof. Ruslan Mitkov jumsity of Wolverhampton, UK
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number of correctly resolved events
Precision=

number of correctly resolved events
number of incorrectly resolved events

Recall is "the proportion of the target items that thetegn selected” (Manning and
Schitze 2002: 268). It is calculated as:

number of correctly resolved events
number of incorrectly resolved events

Recall=
total number of events

F-measureis the weighted mean of precision and recalk ttalculated as:

2 X (precisionx recall)

F-measure=
precision+ recall

8.3.3 Evaluation Experiments

8.3.3.1 Evaluation Experiments for Each AR Feature

Using the aforementioned gold standard set, tparidthm is run several times
to get the effect of adding/removing each of thedu#&\R features: search space,

collocational association, semantic features, bandsrecency.
8.3.3.1.1 Search Space

The first experiment to determine the suitable deapace for Arabic AR
starts with a window size of —20 words; the hypsthas that a minus-20-word
window size might be sufficient because previouslists applied to English show that
two preceding sentences form a suitable searchespao sentences might be 20
words long (Mitkov 1998, Jurafsky and Martin 200Agcording to the gold standard
set, the minus-20-word window size covers 88% effifonouns.

For the second experiment, the window size is ead@drio —40 words which
raise the coverage rate 88%. However, such an expansion of the window size

decreases the precision rate (see section 8.4.1).
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As for the last experiment, the window size is gehto —20 nouns not
words. Tested on the same previous gold standdydc@eerage increases to 95%.
However, like the second experiment, this expandetreases precision (see section

8.4.1).

The results of the three experiments are summed t#ble (8.4) below:

Reasons for Choosing
Experiment Number Window Size Tested this particular Results

window size

A Heuristically-based
1 — 20 words 88% Coverage
Choice

A attempt to increase
2 — 40 words 93% Coverage
window size coverage

A attempt to get more
3 — 20 nouns 95% Coverage
accurate results

Using the first proposed window size (— 20 words)caieves the best
Final Finding

results because the other two window sizes redudget precision rate

Table (8.4): Window-size Experiments for Arabic AR

8.3.3.1.2 Semantic Filtration

Running the algorithm on the gold standard setait applying the semantic
filtration leads to a precision rate of 52% andFameasure rate of 68%. Using the
semantic lists, complied via the monolingual ana thilingual bootstrapping
algorithms discussed in section (7.4.3), incre@sesision to 65.15% and thus raises
the F-measure performance to 79%. Consequentlyarg&rfeatures are granted as
an AR-related feature.

8.3.3.1.3 Collocational Association

Collocational association achieves an F-measuecafa®0%measured on the

aforementioned gold standard set. This featuresesduas an AR-related feature,
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because its result outperforms Mitkov's result98)Qiven that the present algorithm
deals with unrestricted texts, unlike the technicelnuals used by Mitkov (1998)

which are lexically and structurally restricted.
8.3.3.1.4 Bands

Bands are added to the minus-20-word search spao@ntic filtration and
collocational association as another AR-relatedufea Separately, bands achieve a
precision rate of 50% and an F-measure score d666. both of which seem
promising to raise the overall performance of tlge@athm. Thus bands are also used
for the final AR algorithm.
8.3.3.1.5 Recency

Adding recency to the present AR algorithm incesagrecision to 73% and
F-measure to 84.4%. This feature is used by Mitkk®98) and applied to Arabic
technical manuals for which it achieves a precisaie of 34.4% and a recall rate of
98.9%; that is, an F-measure score of 51%. Thathigrecency is also used for the
final algorithm.
8.3.3.2 Evaluation Experiments for AR Algorithm

All AR-related features are compiled together ahe gold standard set is
divided into 5 parts. The algorithm is tested oohepart separately, and then a mean
performance value is measured. Table (8.5) shoeid-tmeasure performance rates

at each phase as well as the mean performance value
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Test Size Performance
1000 83.2%
2000 83.5%
3000 84. 87%
4000 84. 98%
5000 85%
Mean Performance ~84.4

Table (8.5): Mean Performance of the AR Algorithm

8.3.3.3 Summary

The proposed AR-related features and the final Agorahm are evaluated
against a manually-annotated gold standard set,@05pronouns. The effect of
adding and/or removing each AR-related feature eisted separately so as to
determine whether to include it as an AR-relateatuie. As a result of such an
evaluation, the minus-20-word window size, colloma&l association, semantic
features, recency and bands are all consideredefd®ed features.

The same gold standard set is used to evaluateshés of integrating all the

abovementioned AR-related features. This yielddahewing results:

Recall | Precision| F-Measure

100% 78% 84.4%

Table (8.6): Total Evaluation Results of the ARo#ittpm
8.4 Error Analysis
Earlier in section (2.4.4), it is mentioned thatearor analysisindicates how
an algorithm may be improved in subsequent redssigaing able to inspect the
types of errors that are being made, and being tabigneralize them into linguistic
features are useful for the subsequent redesigheottatistical model used by the

algorithm (Burch and Osborne 2003).
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As for the proposed algorithm, the window size, dligout of the POS tagger
and Web frequencies are the main sources of effbesfollowing lines discuss each
error and present an overview of the experimentsdgcted in an attempt to

overcome each one of them.
8.4.1 Window Size

According to the evaluation results, 12% of theoesrare caused by the
insufficient window size; that is, the correct adent exists outside the minus-20-
word search space. As a result, two experimentc@nducted to make up for this
inefficiency.
8.4.1.1 Experiment 1 for Window Size Make Up

The researcher first enlarges the window size-40 words which raises
window size coverage to 93% measured accordindiéosame gold standard set
mentioned in section (8.3.1). However, preciside ecreases to 67% and thus the
F-measure decreases to 80%, compared to the 82¢vedtwith the minus-20-word

window size. The minus-40-word window size is exed.
8.4.1.2 Experiment 2 for Window Size Make Up

The researcher changes the window size to —20 nmthsr than words.
Tested on the previous gold standard set, precisi@nalso decreasas69% and the
F-measure rate to 81.6%. Consequently, the minuse@ window size is excluded.

As a result of the two aforementioned experimeilt® minus20-word
window size is considered the most suitable seagpdce. In both experiments,
precision decreases because the wider the seaacke $p the more candidates are
introduced to the algorithm. Therefore, a band petya higher score than the other,
only because it contains more candidate antecedewes after applying semantic

filtration. This is exemplified in (8.5):
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O e S8 LSl G il aas o La 540 (8.5)

SV Byl S 5 Al el AlE 8 o zladal aledall

Gimy Ll cuia Ja 88y @ Gagel oSl 5 e Al

(Target Pronouyp Cxia dwsd ols 445, (e

Transliteration:

/Anwvp hA b Hjm wAfr mn AlkbryA' kAnt mDrbp En

AITEAmM AHtjA] EIY gAnwn ngAbp Almhn Alfnyp wkAnt

Almrp AIAwWlY Alty ArAhA fy hAw Im Akn AErf b dgp hl

3t AlyhA bHv En r&yp HIm qdymp SnEt'h

Translation:

Supported by her proud femininity, she started @dfo

strike to object to the law of the Art Syndicatewks

my first time to see her. | did not know whetheame

to her in search for an old dream ...
The first band in (8.5) contains five candidatess /Hjm/ (volume),sL sl JAlkbryAY
(the pride) ekl JAITEAN (the food),z\xis) /AHLjAj/ (objection) andy s /qgAnwrd
(law). The second band contains only two candidates /bHV/ (search) angis
/HIm/ (dream). That is why the total score of the flsand is 0.29 compared to the
total score of the second, 0.03. Accordingly, tint band — the one with the highest
score — is mistakenly selected as the correct band.

8.4.2 POS Tagging

According to the evaluation results, 5% of theoesrare related to POS
tagging™; that is, 5% of the words are tagged as encléitito a pronoun, although it

is only a part of the word. A sample of such waeddlustrated in table (8.7):

% The POS tagger used is the SVM-POS tagger of (Bliath 2004) (see 7.4.2.2)

161



The Word SVM-POS Analysis Correct Analysis

ok /myAH/ Le /myAl + o /h/ b ImyAH (water)

& /bonhA/ o b/ + & [hA &= /fonhA (Bnha: An Egyptian City)

o flyzh e liyzl + o In/ » e fjyzh (Giza: An Egyptian Town)

Lagia /mthmA | <o /mt/ + s /hmA Legis /mthmA (convicted)

Table (8.7): Examples of Words Mistakenly TaggethbySVM-POS

The researcher proposes a methodology to overtosé&% error. Typically,
if the last part of the word is a pronoun, then skemmed word must occur in the
corpus. The Web is used as a corpus to find tmerstsl words: if the stemmed word
is found on the Web, then it is considered a wardligcized to a pronoun; otherwise

it is ignored. This is explained in detail in talf8e8):

Web Frequency of Web Frequency of Non- -
The Word Stemmed Word*? Stemmed Word Decision
The last letter is part off
obm /myAH 75,000 1,120,000 the word
. The last two letters are
= /bnhA/ 15,700,000 53,400 a pronoun
e The last letter is part of
o5 flyzh 12,600 17,900 the word
Lagria 494,000 231,000 The last three letters arp
/mthmA/ a pronoun

Table (8.8): Using the Web as corpus to Overcoraetttors of the SVM-POS

This method reduces the 5% error rate to 2% anceases precision to 77.6%.

Consequently, the final result for the algorithnaigerformance rate 8{7.4%
8.4.3 Web Frequency Errors

Approximately, 3% of the errors are caused by theccuracy of the Web
frequencies. For example, in (8.6) below the twadsahave an equal number of
candidates, five nouns each. The Web frequencidéseofandidate antecedents in the
first band —s sl /Elwy/ (Olwy: a masculine Arabic proper noun) afigial /AImkyAf

(the make-up) — are higher than the Web frequerafi¢be candidate antecedents —

32 \www.alltheWeb.com is the Website used for suchethod
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a8 ffylm/ (movie) and,s= /nwr/ (light) in the second band. As a result, the sadrthe
first band is higher than the second which is threect one.

s osield dal Ge Sl e g sle Al clas s 5le 1 J(8.6)

LB

Transliteration:

NI ylY ElwY txIt AlfnAnp lyly Elwy En AlmkyAj mn Ajim

nwr w nAr ..

Translation:

The actress Laila Olwy gave up her make-up forsiiee

of her new movie "Nour w Nar" (Light and Fire) stag...

In short, the major three errors of the propodgdrahm are attributed to the
window size, the output of the POS tagger and theb Wequencies. In spite of the
relatively high error rate that results from thedisninus20-word window size, it is
found that this window size is the most conveniem¢ in terms of precision. The
error rate of the POS tagger is cut by 3%, usirg\Web as corpus so as to know
whether a given group of letters is a part of advor an enclitic pronoun. Finally,
more work is still required to overcome the 3% erate caused by Web frequencies.

8.5 Conclusion

The statistical, corpus-based AR algorithm usedtterpresent thesis makes
use of five AR-related features — a search space20f words, the collocational
association between the carrier of the pronoun eaxh of the possible candidate
antecedents, the semantic features of gender, nuartk rationality, recency and
bands. Each one of these features is evaluatechshgai manually-crafted gold

standard set of 5000 types of pronouns in ordex&mine its performance separately
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and/or the effect of adding or removing it. Tab89] summarizes the evaluation

results for each feature.

The Algorithm's Feature | The Feature's Performance
Search Space 88% coverage
Collocational Relations 60%
Bands 66.66%
Semantic Features 79%
Recency 84.4%

Table (8.9): The Features of the AR Algorithm

When integrated together and evaluated againsaloeementioned gold standard

set, all features yield the following results:

Recall | Precision| F-Measure

100% 78% 87.4%

Table (8.10): Total Evaluation Results of the Agoaithm
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Chapter Nine

Conclusion and Future Work
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9.1 Introduction

This chapter first summarizes the present thdsghlights the key issues
being discussed, the contributions being achietrelmethodologies being used and
the problems being posed. Second, it elaboratdsitare directions to improve the

proposed AR algorithm.
9.2 A Summary

Anaphora Resolution (AR) is the process of deteimgirthe antecedent of a
given anaphor (Deoskar 2004, Mitkov 1999, MitkowO2) It is required for many
NLP applications, such as Question Answering (QAjpormation Extraction (IE),
Text Summarization (TS), Machine Translation (MT)etc. (Deoskar 2004, Mitkov
1999). Furthermore, AR is important for intermedidlLP tasks such as Word Sense
Disambiguation (WSD), Prepositional Phrase (PRicatnent ... etc. (Mitkov 2001).

Anaphora is typically classified according to tlype of the anaphor and the
position of the antecedent. There are many typesaphor, including indefinite NP
anaphora, definite NP anaphora, pronominal anaphorge anaphora and
demonstratives (Deoskar 2004, Jurafsky & Martin@®@Q@itkov 1999, Werth 1999).
The position of the antecedent divides anaphomiiitasentential and intersentential
anaphora (Werth 1999). The present thesis basifallyses on pronominal anaphors
both intrasentential and intersentential.

The importance of AR is not the only motivation tbe present thesis. The
thesis is also motivated by the poor performancsoaie current Machine Translation
(MT) systems — such as Sakhr, Google and Systiarterms of Arabic/English AR.
Such poor performance is mainly attributed to tiieidnces between the Arabic and
English pronominal systems in terms of gender, remmbmorphology and

grammatical cases as summarized in table (9.1belo
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The Difference In Arabic In English

Three genders: masculineg,

Gender Two genders: masculine or feminine
feminine or neutral

Five types of number: singular, dual, Four types of number:

Number plural, collective and non-count | singular, plural, collective
nouns and non-count nouns

Grammatical Three grammatical cases with aj Three grammatical cases

Case different form each with the same form each

Some pronouns are only separate,
Pronouns are typically

Morphology some are only enclitics and others
separate

are both separate and enclitics

Table (9.1): Differences between Arabic and Engtistnominal systems

Another motivation for the present thesis is thet that AR is an understudied
issue in Arabic NLP. To the best of the researsHarbwledge, the only study about
Arabic AR is that of Mitkov (1998), which focuses$ AR in Arabic technical
manuals known for being semantically and syntaltyicastricted. The fact that AR
requires many NLP morphological, semantic and syittaesources and that Arabic
NLP lacks such resources (Diab et al. 2004) makedid AR a difficult issue to
handle.

Consequently, the proposed AR algorithm uses fistital, corpus-based
approach which relies on the least resources #&lailand is thus described as
'knowledge poor'. First, it only uses tokenizatiand POS tagging for corpus
preprocessing; both of which are available throDgb et al.'s (2004) SVM package.
Second, it requires the least semantic informatpnesented by the semantic features

of gender, number and rationality and the collarsl association between the carrier
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of the pronoun and the candidate antecedent(syd,Thidoes not use any syntactic
information; it even uses a word-based search sgaesides, the only discourse-
based feature used is that of recency, which csilydee depicted.

In other words, none of the used AR-related femtus knowledge-rich. The
collocational association feature is based on fse@ation between the carrier of the
pronoun and the candidate antecedent provided ith&a a noun and that it
semantically matches the pronoun. Recency givefenerece to the close candidates.
The semantic features of gender, number and rdtipnare extracted using
monolingual and bilingual semi-automatic algorithiamally, the used bands and the
search space are only groups of words not comjahggeistic units.

This AR algorithm, however, faces two problems:rspaess of data and the
lack of Arabic AR-related resources like Arabic seric features taggers and Arabic
non-pleonastic pronouns identifiers. As for spadsga, the researcher follows a
linguistically-based approach using the Web as u®ip get the frequencies of the
bigrams and thus to measure the Conditional PrbtyalCP) for each bigram. One
main problem with using the Web frequencies isuhlkenown size of the Arabic Web
documents. Such a problem is dealt with using Kilfaand Grefenstette's (2003)
equation:

The size of known corpus * Web frequerfoiefinction words

Web size =
The frequencies of the functi@nds in the corpus of the known size

According to this equation and the two used megaeteengines — www.search.com

and www.alltheweb.comthe size of the Arabic Web documents is ~ 4,500,000

Arabic words. Estimating the Web size facilitatssng collocational association and

conditional probabilities and avoiding sparsendsiata.
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The lack of Arabic semantic features taggers amdbis non-pleonastic
pronouns identifiers is another problem for Aral&iR. In order to acquire the
necessary semantic features of the Arabic candmiateecedents, the researcher uses
monolingual and bilingual bootstrapping algorithimgsed on Arabic and English
cues, respectively. Both algorithms yield to a cowgerate of ~ 59% of the nouns in
Al-Ahram corpus. The problem of the Arabic non-pleonastienpuns identifier is
sorted out using a rule-based algorithm to exgactiide non-pleonastic pronouns
from the AR input. Based on Arabic grammatical sulthe algorithm manages to
correctly exclude 16% of the pronouns as non-plstima

Since the proposed algorithm is a dynamic onet ihathere is no stable
training model according to which the output of thkgorithm is evaluated, the
researcher uses the gold standard set methodotwggvhluation. This set, which
consists of 5,000 pronouns, is manually annotatedhaphoric relations and is used
to evaluate each of AR-related features and th@ee®R algorithm. Using the
evaluation metrics of precision, recall and F-measuhe algorithm achieves a
performance rate of 87.4%.

According to the researcher's error analysis, th@of the AR algorithm are
mainly attributed to the limitations of the seasgace, the output of the POS tagger
and the Web frequencies. The minus-20-word winda® sovers only 88% of the
tested pronouns. However, experiments to make uguoh insufficiency decreases
precision; thus the minus-20-word search spacensidered the most optimal size.
The POS tagger yields 5% error rate which is dee@do 2%, using the researcher's
Web-based tokenizer. Finally, Web frequencies atenacessarily the most accurate.

The proposed AR algorithm has some contributionsst,Fit is the first

algorithm, to the best of the researcher's knowdedly deal with AR in unrestricted
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naturally-occurring Arabic corpora. Second, it nmmkese of a purely statistical,
corpus-based approach, and thus overcomes thermmtk of scarce Arabic NLP
resources and tools. Third, it introduces a newedssion to the problem of scarce
Arabic NLP resources and tools through using biladgresources. Finally, it
introduces the Web as corpus as a way to developRaalgorithm that overcomes

the problem of sparse data and guarantees a lagh rate.
9.3 Future Work

The AR algorithm can be improved in various wayat thvercome some of its
current errors and that add more resources. Agxdtiocational association, more
association measures should be used and compartbd tk@ measure of the
Conditional Probability (CP). In brief, CP is usedly as an association measure not
as the association measure.

Acquiring more accurate Web frequencies is angblssible way to improve
performance. Inaccurate Web frequencies are bbgicghted to typos, misprints,
spelling and grammatical mistakes and adult contéseib pages. In order to overcome

these errors, more meta-search engines, like wvalead.com and

www.findforward.com are to be examined and evaluated for accuracgidBe,

Arabic-based search engines, like www.amamk,comww.araby.com and

www.ayna.com should be included. The main difference betwdentivo types of

search engines is that the Arabic-based searcmesgise Arabic resources such as
dictionaries and morphological analyzers, in oitdeget as accurate search results as

possiblé®.

¥ See the homepages of www.araby.comw.amamk.conand www.ayna.comAccessed: 2 January
2008
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Another way to improve performance is to handlewi@dow size. Instead of
expanding the window size to the —40 words or chngng to —20 nouns, chains can
be used. The concept of the chains states thatganbun should be substituted with
its antecedent iteratively. For example, the amtect of the: /n/ pronoun in (8.6)
falls outside the minus-20-word window size; iatually the —38 word.

o s () Ju o o < jaal g Aalany) o culaind 38 &)L Gl (8.6)
o Gl IS 8 Gl o Jid ey Al V) A ) Cile ) jual)
S go lely & jial 5o OYlat) o glad Cialasi aal s il 4lia
o & palia
Transliteration:
[fAn bArAk qd AsqTth h AIAntfADp w Ahdrt hybt h bl
tsqT h AlsrAEAt Alhzbyp AlAsrAlylyp bEd f$l h AlonTlI
fy kl syAsAt h w mnAwrAt h Iqd tqTEt XTwT AtSAlAt h
Ahtzt dfAEAt h w Ank$ft mgAmrAt h
Translation:
Barrack has been defeated by the Intifada which has
destroyed his dignity even before his defeat bylshaeli
parties' conflicts that have led to his absolutieifa in all
his policies and maneuvers. His communications,
defenses and adventures have been destroyed.
In (8.6), there are eight/n/ pronouns before the last one; all of these prasaefer
to oL /bArAK (Barrack). Thus if each of the eight pronoungeéplaced by the
correct antecedent, the antecedent of the targetopn will be the word —3. The

algorithm can informally be described as follows:
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. The first occurrence of the pronoun is substitutgdhe correct antecedent:
Sile) pall o oo o) J o Cona & jaal g A calamy) @) by cubas
ails @l )slia 5o lulan S 8 lhall o Jiid 2ay 4000 5l 4y 3l
o il yalia a3SH) g0 CilelBy & yial g0 YAl o ghad Chalads
. The second occurrence of the pronoun is substituébe correct antecedent:
o Juid aay Al 5 V) Ay jall Cle ) jeall s s o)) S8 )y A
5o CV¥lalt) b ghad Cuadadi adl o il glia g0 Slubiw JS 4 (3ladll
5 ol yalia CaIH) 5o Cileldy & il
. The third occurrence of the pronoun is substititgthe correct antecedent:
IS 8 dhaall o Jid 2y 400l 5 uW) A jall e ) jual) @) by Jaus
o cile Wy ¢ yial o ¥liast Ja glad Caxdadi dal o ol yglia 5o laliw
5 ol yalia CIH)
. The fourth occurrence of the pronoun is substitiethe correct antecedent:
Lghad ek adl s Ol )slie 5o Gl JS 8 Gl &)y Jas
5 ol yalia ClIH) g0 Culelin & Fal g6 YL
. The fifth occurrence of the pronoun is substitutgdhe correct antecedent:
G ya) g0 Vlatl g ol Chalagiadls ) glia o)l labis
o &l palia Ch3KH 5o Cileldn
. The sixth occurrence of the pronoun is substitbtethe correct antecedent:
goclely hyial g0 OYWladl hhglad chadadi a 81 &) o <ol gl ia
5 ol yalia LIS
. The seventh occurrence of the pronoun is subdlitutg the correct
antecedent:
o &l palia Cl3KH) g0 Cilelin & il &)l Yl

. The eighth occurrence of the pronoun is substitbtethe correct antecedent:
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o ol yalie Cha3KH) 5 &l L Cilelis & ia)
9. The last occurrence of the pronoun is substitutethé correct antecedent:
AL ) plie C8ESSH
Using chains will not run the risk of adding unnesary candidates and thus more
noise to the input of the algorithm. Meanwhile,\trege very likely to resolve the
problems caused by the insufficient search space.

Another way to improve the performance of the pegabAR algorithm is to
develop a system for sentence boundaries ideriditaAs mentioned earlier in
(section 5.2), Modern Standard Arabic (MSA) corptaek consistent punctuation
schemes and as a result it is rather difficult dentify sentence boundaries.
Identifying sentence boundaries will not only héipding the window size more
accurately, but it will also add more heuristicstb@ AR algorithm which might
improve performance. Such heuristics might incltite identification of the subject
and/or the topic which are successfully used byt et al. 1998, Lappin and Leass
(1994), Bean and Riloff (2004) among others).

Through evaluation experiments, it is proved trahg the semantic features
of gender, number and rationality improves the grenbince of the proposed AR
algorithm by ~ 11%. Thus a more comprehensive da®lbf semantic features might
also raise efficiency rate of performance. The loedéa can be expanded through
adding more features, using more cues and moretseagines.

Nominal chunkers might also positively contributetthe performance of the
AR algorithm. Currently, the only Arabic chunkemathexists is Diab et al.'s (2004)

which provides insufficient Arabic chunks as in7(8.
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salel il e yeds go JAl e i sl ALaTY) G <a 281 (8.7)
A gl gl J Biay 1 o300 3l SUail) am W S 5 clale 31
sl cuilS L

Transliteration:

/lgd tfkk AIAtHAd Alswfyty mn dAxl h w Zhrt AlnzAEAt

w AlzEAmMAt w kl hA Dd AlInZAm AlgA}m Al*y Im yHqq

I AISEwb Alswfytyp mA kAnt tHIm 16 h

Translation:

The Soviet Union has been internally destroyed as

conflicts and leaderships have appeared against the

existing system which has not achieved what theebov

people have dreamt of
Sentence (8.7) has at least four nominal chunks IPs) which arg.is sl aasy)
IAIAtHAd Alswfyty (The Soviet Union)lale 3i 5 olel 3 JAINZAEAL w AlZEAMAL
(conflicts and leaderships)iall osLkill /AINZAm AlgA}m (the existing system) and
A sl sl JAISEWD Alswiytyp(The Soviet people). However, none of these NPs
is recognized by Diab et al. (2004) since it yietddy one-word chunks. Using a
nominal chunker reduces the search space and thbanwf candidate antecedents,
and gets more accurate association results; instéagetting the probabilities of
individual words, the algorithm can work on the lpabilities of complete chunks.

Finally, the proposed algorithm is tested AlkAhram Newspapecorpus. To

guarantee its performance, the algorithm shoultebeed on different corpora types:

newswire, literary and annotated corpora.
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Glossary

Artificial Intelligence: It is defined as "a field of endeavor where compui@nd
software programs are designed to mimic human n#agaand learning processes
through the discovery of algorithmsGlpssary 2008: 116). Al aims at developing
machines, whose intelligence (i.e. their abilitypimcess, understand and generate)
mimics human intelligence.

Anaphora Resolution: Anaphora Resolution (AR) is the process of deteimgithe
antecedent of a given anaphor (Mitkov 2001).

Baseline Models: They are "the simplest implementation that one tdank of"
(Burch and Osborne 2003: 19). For instance, in-&fa8peed tagging a baseline
model can be a model that always assigns the megtidnt tag given a particular
word without attempting to do any contextual disajahtion.

Computational Linguistics: It is a subsection of Natural Language ProcesdithdPj
since it provides the models for the different lirgfic phenomena that are used in
NLP tasks. In other words, it is the working com@oinof NLP systems

Error Analysis: It is an analysis for the errors of the algorithnd dheir reasons. It
indicates how the system may be improved in sulsdqredesigns; being able to
inspect the types of errors that are being mad# pamg able to generalize them into
linguistic features is useful for the subsequenkesgyn of the statistical model used
by the system (Burch and Osborne 2003).

Gold Standard: It is a measure of comparison that is considerachate or ideal.

Light Stemming: It is the "process of stripping off a small setprefixes and/or
suffixes, without trying to deal with infixes, oecognize patterns and find roots"

(Larkey 2002: 276).
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Natural Language Processing:lt is "an area of research and application that
explores how computers can be used to understahdhanipulate written or spoken
natural languages to perform such applications ashihe Translation (MT), Text
Summarization (TS), Question Answering (QA), Infation Retrieval (IR), Speech
Recognition (SR) ... etc" (Chowdhury 2003: 51). tiMal Language Processing is the
subfield of Artificial Intelligence (Al) that dealsvith designing algorithms for
computers to process, understand and generateslgaguthe way humans do.

Part-of-Speech Tagging:lt is the processing of labeling every word in dwpus
with the correct part of speech.

Statistical Natural Language Processing:lt is a Natural Language Processing
approach, which relies on available data as itsngny source of evidence to
approximate generalized models of the linguistiermimena under study based only

on actual examples (Liddy 2001).
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Distribution Tables of T-test Critical Values andX? Critical Values

Appendix A

(1) T-TestCritical Values (Manning and Schitze 2002)

P 0.05 | 0.025 0.01 | 0.005 0.001 | 0.0001

C 90% | 95% | 98%| 99% 99.8%99.9%

df. 1 | 6.314/ 12.71| 31.82| 63.66| 318.3| 636.6

101 1.812| 2.228| 2.764| 3.169| 4.144 | 4.587

201 1.725| 2.086| 2.528| 2.845| 3.552| 3.850

(z) o | 1.645|1.960| 2.326| 2.576| 3.091| 3.291

(2) X? Critical Values (Manning and Schiitze 2002)

p 0.99 0.95| 0.10, 0.0 0.01 0.009.001
df. 1 | 0.00016 0.0039| 2.71 | 3.84| 6.63] 7.88 10.8
2 0.020 0.10f 4.60 599 9.21 10/63.82
3 0.115 0.35| 6.2 7.81 11.342.84|16.27
4 0.297 0.71f 7.78 9.40 13.284.86| 18.47
100, 70.06 77.93| 118.5124.3| 135.8| 140.2| 149.4
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Appendix B

Frequent Words used to Estimate the Web Size
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Appendix C

Perl Codes Used Throughout the Thesis

HHAHH AR R R R R R R R A R R R
## Creator: Khaled Elghamry

## Date: 20 December 2006

## Usage: Corpus-based Tokenizer

## Platform: Windows XP

I T R R T T R R

#### Step 1: Hashing the entire corpus

@files = glob(‘raw_text.txt'); ### Raw Arabic Text

for $f(@files){

open(F, $f);

while(<F>){

require ‘cat.lib’; &clean; &d; ### cleans numbers and punctuation markers
s/J\/ DET<J> /g;

@w = split;

for $x(@w){

++$all{$x}}}}

##HH Step 2: Tokenization

@files = glob(‘raw_test.txt"); ### Raw Arabic Text
for $f(@files){

open(F, $f);

while(<F>){

require ‘cat.lib’; &clean; &d; ### cleans numbers and punctuation markers
s/J/ DET<J> /g;

s/ Y PREP<> DET<J> /g;

s/« / PREP<-> PRO<> /g;

s/« / PREP<=> PRO<> /g;

s/ / PREP<-> PRO<> /g;

s/4/ PREP<> PRO<> /g;

s/\«d / PREP<> PRO<> [g;

s/W/ PREP<> PRO<> /g;

@w1l = split;

for $y(@w1){

$conj = substr($y,0,1);

$det = substr($y,1,2);

$stem = substr($y,3);

if(substr($y,0,3) eqd's' or substr($y,0,3) eqd< and exists $all{$stem} and
length($stem) >1){

s/ $y / CONJ<$conj>DET<$det> $stem /g;}}

@w2 = split;

for $y(@w2){

$prep = substr($y,0,1);

$det = substr($y,1,2);

$stem = substr($y,3);

if(substr($y,0,3) eqdw' or substr($y,0,3) eqds' and exists $all{$stem} and
length($stem) >1){
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s/ $y | PREP<$prep>DET<$det> $stem /g;}}

@wa3 = split;

for $y(@w3){

$prep = substr($y,0,1);

$stem = substr($y,1);

if($prep =~ <Y and exists $all{$stem} and length($stem) >1){
s/ $y | PREP<$prep> $stem /g;}}

@w4 = split;

for $y(@w4){

$conj = substr($y,0,1);

$stem = substr($y,1);

if($conj =~ [s|</ and exists $all{$stem} and length($stem) >1){
s/ $y / CONJI<$conj> $stem /g;}}

@ws5 = split;

for $y(@w5){

$conj = substr($y,0,1);

$prep = substr($y,1,1);

$stem = substr($y,2);

if($conj =~ Uajeli|i|d 5| 5|/ and exists $all{$stem} and length($stem) >1){
s/ $y / CONJ<$conj>PREP<S$prep> $stem /g;}}

@we6 = split;

for $y(@w6){

$pro = substr($y,-2);

$stem = substr($y,0,-2);

if($pro =~ laa|a |/ and exists $al{$stem} and length($stem) >1){
s/ $y | $stem PRO<$pro> /g;}}

@w7 = split;

for Sy(@w7){

$pro = substr($y,-1);

$stem = substr($y,0,-1);

if($pro =~ K}/ and exists $all{$stem} and length($stem) >1){
s/ $y | $stem PRO<$pro> /g;}}

@ws8 = split;

for $y(@w8){

$pro = substr($y,-1);

$stem = substr($y,0,-1);

if($pro =~ #/ and exists $al{$stem} and length($stem) >1){
s/ $y | $stem ACC<S$pro> /g;}}

&cleaning;

s/ \n/g;

print G }}

#i## Cleans some of the common mistakes
sub cleaning

{s/IDET<J> CONJ<s> /[DET<J!> s/g;
s/ DET<J> &/ A /g;

s/ 3 ACC<> /13 [g;
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s/ DET<J> 3/ s /g;}
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HHEHHHH R R A
## Creator: Rania Al-Sabbagh

## Date: 20 December 2006

## Usage: Corpus-based and Dictionary-Based Tokeniz

## Platform: Windows XP

HHHH B H R R R R R AR
#### Step 1: Hashing raw Arabic text

@files = glob(‘raw_text.txt); ### Raw Arabic Text

for $f(@files){

open(F, $f);

while(<F>){

require ‘cat.lib’; &clean; &d; ### cleans numbers and punctuation markers

@w = split;

for $x(@w){

++&al{$x}}}

#### Step 2: Hashing Arabic text analyzed accordinBuckwalter's AraMorph (2002)
@file = glob('bama_text.txt'); ### Arabic text analyzed by AraMorph
for $f(@file){

open(S, $f);

while($line = <S>){

@w = split(" ', $line);

for $r(0..@w){

if(@w][$r] =~ /DET/ and @w([$r] !~ /CONJ|PREP/){

$e = substr(@w][0],2);

++$al{$e}}} ### Definite words after removing the definiteiciet

for $r(0..@w){

if(@w[$r] =~ /DET/ and @w[$r] =~ /CONJ/ and @w[38d /PREP/){

$k = substr(@w[0],3);

++$conj_al{$k}}} ### Definite words procliticzed to a conjunctionteaf
removing the definite article and the conjunction

for $r(0..@w){

if(@w[$r] =~ /DET/ and @w[$r] =~ /PREP/ and @w[$f] /CONJ/{

$w = substr(@w][0],3);

++$prep_al{$w}}} ### Definite words procliticzed to a prepositionteaf
removing the definite article and the preposition

for $r(0..@w){

if(@w[$r] =~ /PREP/ and @w[$r] !~ /DET|CONJ/¥{

$x = substr(@w][0],1);

++$prep_only{$x}}} ### Words procliticzed to a preposition after reingv
the definite article and the preposition

for $r(0..@w){

if(@w[$r] =~ /CONJ/ and @w[$r] !~ /DET|PREP/Y{

$q = substr(@w[0],1);

++$conj_only{$q}}} ### Words procliticzed to a conjunction after reingv
the definite article and the conjunction

for $r(0..@w){
if(@w[$r] =~ /PREP/ and @w([$r] =~ /CONJ/ and @w[$#]/DET/){
$c = substr(@w][0],2);
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++$conj_prep{$c}}} ### Words encliticzed to a conjunction and a préjms
after removing both

for $r(0..@w){

if(@w[$r] =~ NICONJ_PREP\]/){

$con = substr(@w][0],0,1);

$pre = substr(@w(0],1);

++$conj_prep2{$con};

++$conj_prep3{$pre}}} ### Words that consist of a conjunction and a psimn

for $r(0..@w){

if(@w[$r] =~ /DET/ and @w[$r] =~ /CONJ/ and @w[$t} /PREP/)

++$every{@w[0]}}} ### Definite Words procliticzed to a conjunctiondaa
preposition removing all

for $r(0..@w){

if(@w[$r] =~ /3FS|3FP|3MP/){

$n = substr(@w][0],0,-2);

if(substr($n,-1) eq=' and not exists $all{$n}){

$n =~ stifslg;}

if(substr($n,-1) eqs' and not exists $all{$n}){

$n =~ sis/+/g;}

++$pronoun{$n}}}; ### Words encliticzed to the pronouns s, 4,4

for $r(0..@w){

if(@w[$r] =~ /3MS[2MS/){

$0 = substr(@w[0],0,-1);

if(substr($o,-1) eg=' and not exists $all{$o}){

$0 =~ stifslg;}

if(substr($0,-1) eq< and not exists $all{$o}){

$0 =~ sis/+/g;}

++$pronoun2{"$0"}}} ### Words encliticzed to the pronoung

for $r(0..@w){

if(@w[$r] =~ /3D/){

$l = substr(@w[0],0,-3);

if(substr($l,-1) eq~" and not exists $all{$I}){

$l =~ sks/g;}

if(substr($l,-1) eqs' and not exists $all{$I}){

$l =~ sls/s/g;}

++$pronoun3{$lI}}} ### Words encliticzed to the pronoua

@files = glob(‘'raw_text.txt'); ### Raw text to be tokenized
for $f(@files){

open(F, $f);

while(<F>){

require 'cat.lib’; &clean; &d; ### cleans numbers and punctuation markers
s/4:/ PREP<-> PRO<> /g;

s/« / PREP<> PRO%> /g;

s/w/ PREP<-> PRO<> /g;

s/« / PREP<> PRO<> /qg;

s/ / PREP<> PRO<a> /g;

s/W/ PREP<> PRO<> /g;
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@wl = split;

for $y(@w1)

$conj = substr($y,0,1);

$det = substr($y,1,2);

$stem = substr($y,3);

if(substr($y,0,3) eqd's' or substr($y,0,3) e} and exists $all{$stem} and exists
$conj_al{$stem} and length($stem) >1){

s/ $y / CONJ<$conj> DET<$det>_ $stem /g;}}

@w2 = split;

for $y(@w2){

$prep = substr($y,0,1);

$det = substr($y,1,2);

$stem = substr($y,3);

if(substr($y,0,3) eglY' or substr($y,0,3) eq)<' and exists $al{$stem} and exists
$prep_al{$stem} and length($stem) >1){

s/ $y /| PREP<$prep> DET<$det> $stem /g;}}

@w3 = split;

for $y(@w3){

$prep = substr($y,0,1);

$det = substr($y,1,1);

$stem = substr($y,2);

if(substr($y,0,2) eqd¥ or substr($y,0,2) edd and exists $all{$stem} and exists
$prep_al{$stem} and length($stem) >1){

s/ 3y | PREP<$prep>_ DET<$det>_ $stem /g;}} ### new addition

@w4 = split;

for $y(@w4a){

$prep = substr($y,0,1);

$stem = substr($y,1);

if($prep =~ L&Y and exists $all{$stem} and exists $prep_only{steand
length($stem) >1){

s/ $y | PREP<$prep>_%$stem /g;}};

@ws5 = split;

for $y(@w5){

$conj = substr($y,0,1);

$stem = substr($y,1);

if(fconj =~ L}/ and exists $all{$stem} and exists $conj_onlyfhsl and
length($stem) >1){

s/ $y / CONJ<$conj>_$stem /g;}}

@we6 = split;

for $y(@w6){

$conj = substr($y,0,1);

$prep = substr($y,1,1);

$stem = substr($y,2);

if($conj =~ Lli|dsjd|ls|ds|—s/ and exists $all{$stem} and exists $conj_prep{fiste
and length($stem) >1){

s/ $y / CONJ<$conj> PREP<$prep>_$stem /g;}}

@w7 = split;
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for Sy(@wT7){

$conj = substr($y,0,1);

$prep = substr($y,1);

if(exists $all{$conj} and exists $all{$prep} and isks $conj_prep2{$conj} and exists
$conj_prep3{$prep} and length($prep) >1){

s/ $y / CONJ<$conj> PREP<$prep> /g;}} ### new addition

@ws8 = split;

for $y(@w8){

$pro = substr($y,-2);

$stem = substr($y,0,-2);

if(substr($stem,-1) eg~" and not exists $all{$stem}){
$stem =~ st/i/g; }

if(substr($stem,-1) eg" and not exists $all{$stem}){
$stem =~ sb/+/g;}

if($pro =~ [»|2||</ and exists $al{$stem} and exists $pronoun{$stenrid
length($stem) >1){

s/ $y | <$stem>_ PRO<$pro> /g;}}

@w9 = split;

for $y(@w9){

$pro = substr($y,-1);

$stem = substr($y,0,-1);

if(substr($stem,-1) eg~" and not exists $all{$stem}){
$stem =~ si/é/g; }

if(substr($stem,-1) eq 'A£' and not exists $all{Bg)
$stem =~ sb/«/g;}

if($pro =~ A and exists $al{$stem} and exists $pronoun2{$stemd length($stem)
>1)

s/ $y | <$stem>_PRO<$pro> /g;}}

@w10 = split;

for $y(@w10){

$pro = substr($y,-3);

$stem = substr($y,0,-3);

if(substr($stem,-1) eg~' and not exists $all{$stem}){
$stem =~ si/é/g;}

if(substr($stem,-1) eg' and not exists $all{$stem}){
$stem =~ sb/«/g;}

if(Jpro =~ I=a/ and exists S$all{$stem} and exists $pronoun3{$sternd
length($stem) >1){

s/ $y | <$stem>_PRO<S$pro> /g;}} ### new addition
@w1l1l = split;

for $y(@w11){

if(substr($y,0,2) eq)'"y{

$det = substr($y,0,2);

$stem = substr($y,2);

if(exists $all{$stem} and exists $al{$stem} anchigh($stem) >1){
s/ $y /| DET<$det>_<$stem> /g;}}};

&cleaning;

s/ \n/g;
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print G }}

sub cleaning

{

s/IDET<J> s/ A /g; ### new additions
S/IPREP<> 44/ K /g;
S/IDET<J> &/ A /g;
SIDET<U> 3/ ¢l /g;
S/IDET<JI> <> [ &l/g;
SIDET<J> ud [ ) /g;
SIPREP<> ([ 0 [g;
S/IPREP<> o)) / S /g;
SIPREP<=> a2/ 21 /g;}
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HH R R R A
## Creator: Rania Al-Sabbagh

## Date: 25 May 2007

## Usage: To calculate the conditional probabildf the bigrams whose counts are taken from the
Web

## Platform: Windows XP

R A R B R R B B B B T R T B B R R

$Web_size = 4500000000; ### the estimated Web size

#### Step 1: Hashing bigrams and unigrams andrgettieir Web counts

open (F, 'Web_counts.txt'); ### Web's counts for each bigram & unigram
while($line = <F>){

@w = split(" ', $line);

3l = @w;

if($1 > 2){

++$big{"@w[0] @W[1] @W[2]"}} ### a hash of the bigrams
if($l == 2){

++$uni{"@w|[0] @w[1]"} }} ### a hash of the unigrams

#### Step 2: Calculating the probability of eachrbim and unigrams based on their Web counts
#### CP is calculating as follows: P (antecedentjea) = P (bigram)/ P(carrier)

for $x(sort keys %big){

($a, $b, $c) = split(" ', $x); ### $a= bigram's count $h= antecedent $c= carrier
for $t(sort keys %uni){

($d, $e) = split(" ', $t); ### $d= unigram's count $e= the unigram

if($e eq $c){

$a =~ s\/Ig;

$d =~ s/\,//g;

$pl2 = $a / $Web; ### probability of each bigram

$pl = $d / $Web; ### probability of each unigram

$con = $p12 / ($p1+0.0000000000000000000000000@IA)D
print "$b $c \t"; printf "%2.10f" ,"$con"; print\n";}}}
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HHHH A A A
## Creator: Rania Al-Sabbagh

## Date: 27 May 2007

## Usage: The AR algorithm

## Platform: Windows XP

HHHH R A A A

#### Stepl: The conditional probability of the ligns (i.e. of the carrier of the pronoun and each
candidate antecedent)

@files = glob(‘con_prop.txt);
for $f(@files){

open(F, $f);

while($line = <F>){
push(@out, $line)}}

#### Step 2: Hashing unigrams, bigrams and bands

for $l(@out){

@h = split(" ', $I);

311 = @h;

if($11 = = 2){ ### unigrams
$j = @h[1];

$mod{$j} = @h[0]}

if($11 = = 3){

$j2 = join("', @h[1], @h[2]); ##H# bigrams
$mod2{$j2} = @h[0]}

if($11 > 3)

$j3 =join(" ', @h[1..$11]); ### bands

$mod3{$j3} = @h[0]}}

#### Step 3: Hashing the conditional probabilitydab
for $x(keys %omod2){

($wi1, $w2) = split(* ', $x);

$score = $mod2{$x};

$bag =join(" ', $x, $score);

push(@scores, $bag)}

for $s(@scores){

@hh = split(" ', $s);

$m = join(" ', @hh[0], @hh[1));
$mod{$m} = @hh[2]}

#### Step 4: Dividing the Arabic sentences intodsasnd filtering them according to their cumulative
counts

open(G, 'arabic_sentences.txt’);
while($line2 = <G>){
@t = split(' ', $line2);

#### Dividing the 20-word window size into two dqelaunks A & B
for $j(0..9)

push(@bagl, @t[$j]);

$bil = join(* ', @t[$j], @t[19]);

$scorel += $mod{$bil}}

print "@bagl $scorel\n”;
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for $j(10..19){

push(@bag2, @t[$j));

$hi2 = join(" ', @Y$j], @t[19]);
$score2 += $mod{$bi2}}
print "@bag2 $score2\n";

#### If score A is higher than score B, the A chisrflarther subdivided into two equal chunks C & D
if($scorel > $score2){

for $j(0..4){

push(@bag3, @t[$j]);

$bi3 = join(* ', @t[$j], @t[19]);

$score3 += $mod{$bi3}}

print "@bag3 $score3\n”;

for $j(5..9){

push(@bag4, @t[$j]);

$bi4 = join(' ', @t[$j], @t[19));
$scored += $mod{$hid}}

#### If score C is higher than score D, the C chisn#livided into bigrams and the bigram with the
highest count is selected

if($score3d > $scored){

for $j(0..1){

push(@bags, @t[$]]);

$hi5 = join(" ', @t[$j], @1[19]);
$score5 += $mod{$bi5}}
print "@bag5 $score5\n";

for $j(1..2){

push(@bag6, @t[$]]);

$hi6 = join(' ', @t[$j], @t[19)]);
$score6 += $mod{$bi6}}
print "@bag6 $score6b\n”;

for $j(2..3){

push(@bag7, @t[$j]);

$bi7 = join(* ', @t[$j], @t[19]);
$score7 += $mod{$bi7}}
print "@bag7 $score7\n";

for $j(3..4){

push(@bag8, @1t[$j]);

$bi8 = join(* ', @t[$j], @t[19]);
$score8 += $mod{$bi8}}
print "@bag8 $score8\n"}

#### If score D is higher than score C, the D chim#livided into bigrams and the bigram with the
highest count is selected

if($scored > $score3){

for $j(5..9)1

push(@bag9, @1[$]));

$bi9 = join(" ', @t[$j], @[19)]):;
$score9 += $mod{$bio}}
print "@bag9 $scored\n";
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for $j(5..6){

push(@bag10, @t[$]]);

$hi10 = join(" ', @t[$j], @Y[19]);
$scorel0 += $mod{$bi10}}
print "@bag10 $scorel0\n";

for $j(6..7){

push(@bagll, @t[$]]);

$bill = join("', @t[$j], @t[19]);
$scorell += $mod{$bill}}
print "@bagll $scorell\n”;

for $j(7..8){

push(@bagl2, @t[$j]);

$bi12 = join("', @t[$j], @[19]);
$scorel2 += $mod{$bil2}}
print "@bagl12 $scorel2\n";

for $j(8..9)

push(@bagl3, @t[$]]);

$bi13 = join(" ', @t[$j], @t[19));
$scorel3 += $mod{$bil3}}
print "@bag13 $scorel3\n"}}

#### If score B is higher than score A, the B chisrflarther subdivided into two equal chunks E & F
if($score2 > $scorel){

for $j(10..14){

push(@bagl4, @t[$]]);

$bil4 = join("', @t[$j], @[19]);

$scoreld += $mod{$bil4}}

print "@bagl14 $scoreld\n";

for $j(15..19){

push(@bagl5, @t[$]]);

$bil5 = join("*, @t[$j], @[19]);
$scorel5 += $mod{$bil5}}
print "@bag15 $scorel5\n";

#### If score E is higher than score F, the E chisndlivided into bigrams and the bigram with the
highest count is selected

if($scorel4 > $scorel5){

for $j(10..11){

push(@bag16, @t[$]]);

$bi16 = join("', @Y[$j], @[19]);
$scorel6 += $mod{$bil6}}
print "@bag16 $scorelb\n”;

for $j(11..12){

push(@bagl7, @t[$]]);

$bi17 = join(" ', @t[$j], @t[19));
$scorel? += $mod{$bil7}}
print "@bagl7 $scorel7\n";

for $j(12..13){
push(@bag18, @t[$]]);
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$bi18 = join("', @t[$j], @1[19]);
$scorel8 += $mod{$bi18}}
print "@bag18 $scorel8\n";

for $j(13..14){

push(@bag19, @t[$]]);

$hi19 = join(" ', @t[$j], @Y[19]);
$scorel9 += $mod{$bi19}}
print "@bag19 $scorel9\n";}

#### If score F is higher than score E, the F chim#divided into bigrams and the bigram with the
highest count is selected

if($scorel5 > $scorel4){

for $j(15..16){

push(@bag20, @t[$]]);

$bi20 = join(" ', @1[$j], @t[19]);
$score20 += $mod{$bi20}}
print "@bag20 $score20\n";

for $j(16..17){

push(@bag21, @t[$]]);

$hi21 = join("', @t[$j], @t[19]);
$score21 += $mod{$bi21}}
print "@bag21 $score21\n”;

for $j(17..18){

push(@bag22, @t[$]]);

$hi22 = join(" ', @t[$j], @t[19]);
$score22 += $mod{$bi22}}
print "@bag22 $score22\n”;

for $j(18..19){

push(@bag23, @t[$]]);

$bi23 = join("*, @t[$j], @[19]);
$score23 += $mod{$bi23}}
print "@bag23 $score23\n";}}

@t = (); @bagl = ();@bag2 = ();@bag3 = ();@bagd);@bag> = ();@bag6 =
();@bag7 = ();@bag8 = ();@bag9 = ();@bagll0 = ();@Ba= ();@bagl3 =
();@bagl4 = ();@bagl5 = ();@bagl6 = ();@bagl7? @Lagl8 = ();@bagl9 =
();@bag20 = ();@bag21 = ();@bag22 = ();@bag23 = ();

$scorel = 0;$score2 = 0;$score3 = 0;$scored = x&Sc= 0;$score6 = 0;$score? =
0;$score8 = 0;$score9 = 0;$scorel0 = 0;$scorell$scOrel2 = 0;$scorel3 =
0;$scoreld = 0;$scorel5 = 0;$scorel6 = 0;$scoreDi$scorel8 = 0;$scorel9 =
0;$score20 = 0;$score21 = 0;$score22 = 0;$scord®3 =

print "$line2\n";}
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Appendix D

Some Arabic Corpora frequently used in ANLP

Corpus Name

Source

Description

Status

Arabic Broadcast News
Transcripts

Linguistic Data
Consortium (LDC)

This data set consists of!
eight text files containing
transcripts for Voice of
America satellite radio
news broadcasts in
Arabic. The broadcasts
were recorded by the
Linguistic Data
Consortium at
transmission time
between June 2000 and
January 2001.

Non-Free

Egyptian Colloquial
Arabic Lexicon

Linguistic Data
Consortium (LDC)

This lexicon represents
the first electronic
pronunciation dictionary
of Egyptian Colloquial
Arabic (ECA), the
spoken variety of Arabic
found in Egypt. The
dialect of ECA that this
dictionary represents is
Cairene Arabic

Non-Free

Arabic Broadcast News
Speech

Linguistic Data
Consortium (LDC)

This data set consists of
eight audio files recorde
by the Linguistic Data
Consortium from Voice
of America satellite radid
news broadcasts in
Arabic. The recordings
were made at time of
transmission between
June 2000 and January
2001. This work was
sponsored in part by
National Science
Foundation Grant No.
11S-9982201.

Non-Free

GALE Phase 1 Arabic
Broadcast News Paralle
Text - Part 1

Linguistic Data
Consortium (LDC)

This release is Part 1 of thg
three-part GALE Phase 1
Arabic Broadcast News
Parallel Text, which, along
with other corpora, was
used as training data in yea
1 (Phase 1) of the DARPA-
funded GALE program.
This corpus contains
transcripts and English
translations of 17 hours of
Arabic broadcast news
programming selected from
a variety of sources.

Al

=

Non-Free

Arabic English Parallel
News Part 1

Linguistic Data
Consortium (LDC)

This corpus contains Arabi
news stories and their
English translations LDC
collected via Ummah Press
Service from January 2001

D

to September 2004. It total

Non-Free
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8,439 story pairs, 68,685
sentence pairs, 2M Arabic
words and 2.5M English
words. The corpus is
aligned at sentence level.
All data files are SGML
documents.

Arabic Newswire Part 1

Linguistic Data
Consortium (LDC)

This publication contains
the Arabic Newswire A
Corpus, Linguistic Data
Consortium (LDC) catalog
number LDC2001T55 and
ISBN 1-58563-190-6. The
Arabic Newswire Corpus is|
composed of articles from
the Agence France Presse
(AFP) Arabic Newswire.
The source material was
tagged using TIPSTER-
style SGML and was
transcoded to Unicode
(UTF-8). The corpus
includes articles from May
13, 1994 to December 20,
2000.

Arabic Treebank: Part 1
- 10K-word English
Translation

Arabic Treebank: Part 1 -
10K-word English
Translation was produced
by Linguistic Data
Consortium (LDC) catalog
number LDC2003T07 and
ISBN 1-58563-262-7. The
purpose of this corpus of
10K Arabic words
translated into English is to
support the development o
data-driven approaches to
natural language
processing, machine
translation, human languag
technologies, cross-lingual
information retrieval, and
other forms of linguistic
research on Modern
Standard Arabic in general

D

Arabic Treebank: Part 1
v 3.0 (POS with full
vocalization + syntactic
analysis)

The project targets the
description of a written
Modern Standard Arabic
corpus from the Agence
France Presse (AFP)
newswire archives for July-
November 2000 (files dated
20000/7/15 to 2000/11/15)
This corpus includes 734
stories representing 145,38
words (166,068 tokens afteg
clitic segmentation in the
Treebank; the number of
Arabic tokens is 123,796).
For this work, annotators
must be native speakers of
Arabic, and they must
understand enough
linguistics to check
morphosyntactic analysis
and build syntactic

e
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